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1. Academic Records:

> Ph.D. - Electrical Engineering Deptt., IIT Delhi (on FACTS) - 2008
> M.E.E. - Electrical Engineering Deptt. , Jadavpur University, Kolkata-19s2.
> B.E.E.(Hons.) —Electrical Engineering Deptt., Jadavpur University, Kolkata-1980
» B.Sc. (Hons.) - Physics Honours, Calcutta University, Kolkata- 1974.

2. Institutional Membership:

» Senior Member of IEEE (USA),
» Life member of IIPA (India)
» Ex-Secretary and Ex-Treasurer, IEEE PELS-IES Delhi Chapter

> Appointed as National Expert in the National Committee on Transmission
(NCT) by Ministry of Power, Govt. of India for 2 years upto 22-7-2023 or till
further order ( vide MoP order dated 23rdh July, 2021).

3. Research Publication:

> Carried out research on the Power Electronics based Flexible Alternating Current
Transmission System Technologies (FACTS) in the Electrical Engineering Deptt.,
IIT Delhi - Developed 8 new topologies for development of + 100 MVAr rating
STATCOM (Static Synchronous Compensator).

> Published 22 research Papers in IEEE / IET International/National
Conferences/Journals, etc. and enlisted the same at Annexure.

» Guiding PhD research scholars and M.Tech (PSY & PES) students as Supervisor;


tel:011-49094370
mailto:rshahacno@gmail.com

4. Brief Employment Profile ~ <November 1982 +to December, 2014 >

I. Power Sector : Central Electricity Authority (CEA), Ministry of Power, Govt. of India

¢ |ES Engineering Service’81 - Joined CEA in Nov., 1983 as Central Power Engineering
Service Cadre (CPES), Group- A Class-I officer, Govt. of India. Superannuated on 31-12-

14 as Chief Engineer.

e Served CEA, the Apex Planning body in the Power sector of the Govt. of India, for over
31 years at various responsible positions ( Asstt. Director, Dy. Director, Director &
Chief Engineer) from Nov., 1983 to Dec., 2014. Superannuated as Chief Engineer on
31°" December, 2014.

I. 1T Sector: MMC, Digital System (R&D) (Mahinder & Mahinder Enterprise)

e System Software Engineer Aug '82 - Nov '83.

III. Present Position and Assignments in Delhi Technological
University (DTV):

(a) Professor , Electrical Engineering Deptt ( Prior to Dec'l7, served as Guest
Faculty for 3-consecutive semesters)

(b) Teaching the B.Tech (Elect.) courses - (i) Utilization of Electrical Energy
and Traction (UEET) in 5th & 8th Sem (ii) Renewable Energy Systems (RES) in
6th Sem (iii) Engineering Analysis and Design (EAD) in 3rd Sem (iv) Numerical
and Engineering Optimization Methods (NEOM) & Virtual Lab in 3rd Sem (v)
Control System (CS) in 4th Sem (vi) Power system operation & Control Lab in
6th Sem (vii) Control System Lab in 4th Sem (viii) Automotive Electricals &

Electronics Lab in 4th Sem (ix) Basic Electrical Engg. Lab in 2nd Sem, etc.

Teaching M.Tech Course: Energy Management System (EMS),PES.
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Faculty Supervisor:
e Role of guiding three PhD students - fwo full time and one part-time;
e Supervisor of M.Tech (PSY) student 2019 and 2020 batch, and

e Guide for B.Tech final year students (Major-I & Major-IT projects )
2018, 2019 & 2020.

Key role in organizing Workshops at EDUSAT, EED, DTU:

e TEEE Workshop on Power Electronics in Smart Grid and Optimal Power
Trading Mechanism held on 3rd Nov.,2018;

o TIEEE Workshop & Exposition on 6rid Integrated Renewables & Electric
Transportation, 17-18th Dec.,2019.

Delivered FDP Talks during 2019-20 on the following technical topics:
¢ "Power System- Cutting Edge Technologies” in DTU in December 2019;

¢ "Power Quality and Reactive Power Management" (ONLINE) in DTU in July
2020;

e "Power Electronics and Power System” (ONLINE) in O P Jindal University,
Raigarh in Aug., 2020.

Chairing Session in IEEE Conference ( viz. Chaired session of 2018 2nd
IEEE ICPEICES conference held in Oct'18 EED DTU, & other IEEE
platforms)

Give Expert Talks (Self) on invitation to organizations viz. NTPC, NVVN,
CPRI,DVC, CERC,CU,IPMA etc. on Power System/FACTS

Responsibility in organizing expert lectures at EDUSAT, EED by Industry
experts in EED, DTU on contemporary topics and the state-of-the-art
technologies under the aegis of IEEE-PELS Delhi Chapter.
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Distinguished Speakers from various Industries/Organizations invited :

> Sh. KVS Baba, Chairman and Managing Director, POSOCO on 17™ Dec'20 on
Renewable Energy Integration in India ( IEEE Workshop & Exposition).

> Dr Subir Sen, COO/ED, POWERGRID on 3™ Nov'18 on “Power Electronics in

Smart Grid and Optimal Power Trading Mechanism”

» Sh S L Narasimhan , Director, POSOCO on 27th Feb.,2020 on "6rid Codes
and Standards and Electricity Markets for successfully integrating

Renewable Energy”

> Sh Krishna Sankar Bandopadhaya, General Manager, NVVN and Sh Abhay
Kr. Srivastava AGM, on 3rd November'l8 ( IEEE Workshop on " Power

Electronics in Smart 6rid and Optimal Power Trading Mechanism")

» Sh. S.5.Barpanda, Executive Director, NRLDC Power System Operation

Corporation Limited on "Power Market in India“, in December, 2019.

Responsibility of the overall B.Tech Project Coordinator, (Major-I &
Major-IT) EED, (2019-20 for 238 Students & 2020-21).

Spearheaded the update of Utilization of Electrical Energy (UEE) Manual.

Spearheaded the preparation of Numerical Engineering and Optimization

Methods (NEOM) Virtual Lab Manual.

Examination of Industrial training Reports of the B.Tech students

Online summer training for two months for the B. Tech students from June
5 - Aug 10 2020:

"Study on the performance of Indian Grid System during the Blackout
Condition on 5" Apr20 (21:00-21:10hrs)” [GoI initiated Action on Covid
Situation]



5. Major Areas of Technical Capabilities and Expertise:

>
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Research & Development of Power Electronics based FACTS (Flexible AC
Transmission systems) Technologies viz. STATCOM, SVC, TCSC etc.
Designing & Planning of Regional and National Electricity Grids.

Basic and Advanced Electrical/Power Systems Know-hows & Control System
System Stability & Security perspectives of integrated Electricity Grid;

Power System studies, planning, evaluation & optimization using PSS/E,

SIMPOW NEPLAN & IREQ Software packages.

Integration of Renewable Energy Sources (RES) with Grid.

> Designing of perspective Transmission grid Master Plan as done for Bhutan, Delhi,

Sikkim, etc.

» Formulation of Road map for South Asian (SAARC) Electricity Grid

>

Real time Power System Control, Operation & Technological up-gradation of

electricity grid control mechanisms (viz. SCADA, PMU, PDC, WAN, etc.)

> Electricity Market Mechanism & Economics/ Cross-border electricity trading;

> Consultancy to the Power utilities on Power System Development & capacity Building

> Software Development/Up-gradation (e.g. Operating system, Real time Compiler,

Basic Interpreter, etc.)

> Simulation Techniques in the MATLAB platform.

6. Major Milestones Achieved:

. Power System Technologies, Planning, Operation & Grid Stability

(i)  Carried out intensive research in the field of Transmission Technologies- FACTS -
Developed 8 new topologies for development of + 100 MVAr rating STATCOM (Static
Synchronous Compensator) as part of Ph. D work.

(i)  Sphere headed State & Regional Transmission Grid Planning & Development for Southern
(SR), Eastern(ER), North East(NER) Regions and all India Perspective Transmission Plan.

(ifi) Planned the comprehensive Transmission and Sub-Transmission system Road Map and
related funding modalities for each of the States in NER.



(iv) Sphere headed the preparation of the Transmission Master Plan for Arunachal Pradesh
for harnessing 40,000MW hydro potential from various hydro basins in the State.

(v) Responsible of evolving and reviewing Transmission Master Plan of Sikkim for 6000MW
hydro Projects at various hydro basins.

(vi) Key role in formulating Perspective National Transmission Grid Plan 1999 and 2007
aiming at  developing National Grid in the country with free flow of power across the
regional boundaries.

(vii) Convening Standing Committee meeting on Power System Planning and finalizing
transmission system strengthening, evacuation system for IPPs and other generation
projects, grid connectivity and long term access (L TA)

(viii) Sphere headed the consultancy to Royal Government of Bhutan for planning and
evolving of National Transmission grid Master Plan (NTGMP) for Bhutan for 2020 and
2030 scenarios with synchronous operation with Indian Grid, and prepared blue print of
the Bhutan National Transmission Grid having seventy-five HEPs with a total generating
capacity of about 27000 MW at various river basins.

(ix) Sphere headed the preparation of the Transmission Master Plan for Delhi corresponding
to 2016-17 and 2021-22 time frames based on comprehensive system studies.

(x) Responsible for Cross border Transmission system planning between India and SAARC
member States viz. Nepal, Bhutan , Bangladesh ,Sri Lanka and Pakistan, Responsible
for cross border bilateral Power Trading/Exchange between India and neighboring
South Asian countries(SAARC).

(xi) Key role in drafting and finalization of Power Trade Agreement between Govt. of Nepal
and Min. of Power, Govt. Of India.

(xii) Participation in the 18" SAARC Summit held from 23-27 November 2014 at
Kathmandu, Nepal as one of the Indian Delegates and involvement in the Framework
Agreement on SAARC Electricity trade.

(xiit) Responsibility for review of intra-State and inter-State Green Energy Corridors for
large scale integration of Renewable electricity generation sources being harnessed
at various locations/States in India.

(xiv) Headed the Task Force on the technical studies with regard to 6rid Stability and
security and TTC violation in the all India grid during 23-7-12 to 31-7-12 and twin
blackouts on 30th and 31st July 2012 in India.

(xv) Specialized system studies for Sub-Synchronous Resonance Analysis in series
compensated transmission lines associated with large capacity thermal generation
Projects (viz. Lalitour TPS in UP, Jindal TPS in Odisha)

(xvi) Responsible for Comprehensive Planning and Appraisal of Bihar T&D system corresponding
to 12" Plan and beyond; Trans-country transmission system strengthening between Bihar
(India) and Nepal to facilitate additional supply of 175 MW to Nepal.



(xvii) Assessment of Grid Stability in respect of synchronous operation of Nepal and India
Electricity Grids with the commissioning of 400kV Muzaffarpur -Dhalkebar D/C line
between the two countries.

(xviii) Responsible for recommending prior approval of Government of India under Section 68
Indian Electricity Act, 2003 for various inter-State Transmission and private sector
transmission schemes.

» Power System Project Monitoring

0, Sphere-headed creation of  transmission system data base for scheduling, and
monitoring of physical construction progress for CTU, STUs ,Private and Cross
border's planned transmission elements/projects in the country.

(i) Initiated various measures to minimize timeline for implementation of projects
involving Technical and Physical constraints viz. Forest clearance, RoW issues, Land
acquisition, efc.

(iii)  Prioritization of various transmission works (year-ahead basis) for its early
implementation viz. inter and intra-regional system strengthening, ATS for generation
projects, Cross Border links, and formulation of Result Frame Work Document (RFD)
for CTU, STUs and Private Developers.

(v) Organized meeting with various stakeholders on regular basis to review and monitor the

various action plans and physical progress for timely completion of Projects.

» Integrated Grid operation and Control - Real time operation

() Undertaken the responsibility of Control room shift-in -charge at Eastern Regional
Load Dispatch Center (ERLDC) for real time load dispatching, scheduling and control/
of the Eastern Regional Grid

(i) System co-ordination with State power utilities, capacity building in central generating
and transmission utilities, Power flow Studies, Contingency Planning and optimal system
management.

(i)  Sphere-headed the Preparation of Specification, tender document for procurement
of computer systems and power system tools for transmission system planning and
operational studies.

v Electricity Market Study & Operation

(i)  Study on European Electricity Market Mechanism for cross border trade and power
market design of TSOs at Amsterdam and Paris.

7. Professional Visits Abroad: USA, Netherlands, France, Bhutan, Nepal and Bangladesh.



8. Major Training Exposures

()  SOSYNAUT- SCADA installed at ERLDC/EREB by M/s Siemens for real time operation,
control & management of integrated power system (Aug85-Jan'86 at EREB Kolkata).

(i) PSSE/ SIMPOW / NEPLAN /MATLAB Power System Software Packages

(iii) Technology Improvement Program on Flexible Alternating Current Systems (FACTS) at
M/s MWH in USA, Aug 12 - Oct 11, 2001.

(iv) Study tour at Amsterdam and Paris from 13-19 July 2014 to explore the European Regional
Power Market - Evolution process of harmonization of legal, regulatory and policy issues,

operational and power market design.

9. Area of Interests

R4&D on Power Electronics based Smart Controllers viz. STATCOM /SV¢/ UHVDC/ HVDC
light/UHVAC/TCSC/UPFC/IPFC:  Power Quality, RES Technologies, Renewable Energy
Integration, Optimal Power Balancing, Storage Capacity Planning; Smart Transmission &
Distribution Grid; Transmission capacity enhancement & Improvement: Real time Dynamic State
Measurements using WAN, Smart Grid and its Stability, Reliability & Security; Synchronous
SAARC Electricity 6rid & Cross Border Power Exchange/Trading:



Annexure

Papers Published in IEEE / IET International/National Journals / Conferences etc.

1.

10.

11,

12.

13.

14.

15.

"Modeling of Harmonic Neutralized 12-Pulse Static compensator(STATCOM)", in proc. of 2006
IEEE Power India Conference, India, Apr.8-10, 2006.

"A Review on FACTS Devices", ICFAT Journal of Science & Technology, Vol.2, No.2, pp. 6-51,
Sept. 2006.

"Modeling of 18-Pulse STATCOM for Power System Applications”, Journal of Power Electronic
Korea (KJPE), Vol.7, No.2 pp. 146-158, April 2007.

"A New 24-Pulse STATCOM for Voltage Regulation”, in proc. IEEE International Conference on
Power Electronics, Drives and Energy Systems (PEDES) 2006, India, Dec. 12-15.

"Static synchronous compensators (STATCOM): a review”, IET Power Electronics Journal,
2009, Vol. 2, Iss.4, pp. 297-324.

"Improved 48-pulse static synchronous compensator for high-voltage applications” IET Power
Electronics Journal, 2010, Vol. 3, Iss.3, pp. 355-368.

"Enhancing Power Transfer Capacity of Transmission System by a Reduced Magnetics based 48-
Pulse STATCOM Controller” in Proc. of POWERCON 2008 and IEEE Power India Conference.

"Three-Level 24-Pulse STATCOM with Optimized Magnetics fo Regulate Voltage in
Transmission System” in Int. Journal of Power Electronics (IJPELEC), Vol.3, No.2, 2011, pp.
134-155.

"Analysis of a Harmonics Neutralized 48-Pulse STATCOM with 6TO Based Voltage Source
Converters" in Journal of Electrical Engineering & Technology, Vol.3 No.3, pp.391-400, 2008.

"Modeling of Harmonic Optimized 12-Pulse Static Compensator (STATCOM)", Journal of the
Institution of Engineers (India).

"Towards National Power Grid" in the Proce. of Formation of National Power 6Grid
Conference, 1992, Hyderabad.

"Some Aspects of FACTS and other Technology in Power Transmission Control” in "Transtech
(Workshop on T &D Practices)”, DVC, Aug. 12 2006.

New Role of Transformer Magnetics in FACTS Technology” in the Proce. of 10th International
Conference on Transformers (TRAFOSEM-2008) ,11-12th Nov., 2008, India.

"A 3x6 Pulse NPC-VSC based +100 MVAr STATCOM Modeling and Applications”,6th IEEE Power
India International Conference Proc,, PIICON 14, New Delhi, December 5-7 2014.

Frequency Regulation Technique in AC-DC Network using Converter Current Modulation in VSC-
HVDC System’, IEEE Conference, INDICON, 11 -13" December, 2020, New Delhi,India



16.

17.

18.

19.

20.

21.

22.

‘An Adaptive Master-Slave Technique using Converter Current Modulation in VSC-based MTDC
System’, IEEE 6™ International Conference for Convergence in Technology (12CT), 2 - 4 April, 2021, Pune,
India.

‘Analysis of Control Techniques for Voltage Source Converters-Based MTDC ‘, European Power
Electronics and Drives Journal, Taylor and Francis. (DoS- July, 2020) - Acceptance Awaited

“Modelling Financially Motivated Cyber Attacks on Electricity Markets using MILP Program”,
2nd IEEE International conference on power, Energy, control and transmission systems
(ICPECTS’20) , Chennai, India, pp:1-6, 10th-11th December, 2020. (Best Paper Award)

“ Two Stage Stochastic programming model for optimal scheduling of RE based Virtual Power Plants
in Electricity Markets”,. IEEE 6" International Conference for Convergence in Technology
(I2CT), Pune, India, pp. 1-6, 2nd - 4th April, 2021.

“Solar PV based Forest Fire Detection and Monitoring using Zigbee Protocol”’, International
conference for Intelligent Technologies (CONIT’21) ,2 April 2021—Accepted

“DESIGN AND MODELING OF A FILTER ASSISTED 6-PULSE VSC-IGBT BASED D-STATCOM FOR
REACTIVE POWER COMPENSATION”, “IEEE Sponsored Asian Conference on Innovation in
Technology (ASIANCON) 2021”. Pune, Maharashtra, India.

“Bi-level Optimal Strategic Generation Scheduling with Flexible Demands under Uncertainties and
Improving Profitability of VPP in Day Ahead and Reserve Electricity Markets” , International

Journal of Electrical Power and Energy Systems, Elsevier ( Communicated).



No. 15/3/2017-Trans
Government of India
Ministry of Power
Shram Shakti Bhavan, New Delhi - 110 001.
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Dated, 23 July 2021
OFFICE ORDER

Subject: Nomination of two experts in the “National Committee on
Transmission” (NCT)- regarding.

The undersigned is directed to refer to this Ministry’s Office Order of even
number dated 4.11.2019 and to state that the Competent Authority in the Ministry
of Power has approved the nomination of following two experts in the National
Committee on Transmission (NCT):

i. Dr. Radheshyam Saha, Ex. Chief Engineer, CEA
ii.  Shri Sushanta Kumar Ray Mohapatra, Ex. Chief Engineer, CEA

2. The nomination of above two experts in the NCT shall be for a period of two

(2) years i.e till 22.07.2023, or till further order, whichever is early.%
(Goutam Ghosh)
Director (Trans)

Tele-fax: 011-23325242
Email: transdesk-mop@nic.in

To
1. Dr. Radheshyam Saha, Ex. Chief Engineer, CEA
2. Shri Sushanta Kumar Ray Mohapatra, Ex. Chief Engineer, CEA
3. Chairperson, CEA
4. All members of NCT.
5. CMDs of all CPSUs and Heads of all autonomous bodies under the Ministry
of Power, Govt. of India.
6. Power/ Energy Secretaries of all States/UTs and Chief Executives of all

State Power Transmission Utilities.
7. Finance/ Budget Section, Ministry of Power.

Copy to:

1. PS to Minister of Power & NRE

2. PS to Minister of State for Power

3. Sr. PPS/ PPS/ PS to Secretary(Power)/ AS(SKGR)/ AS(VKD)/ AS&FA/ all
Joint Secretaries/ Directors/ Dy. Secretaries, Ministry of Power.

4. Technical Director, NIC, MoP- for publishing on MoP website.
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Analysis of Control Techniques for Voltage Source
Converters-Based for MTDC Systems

Asinma Taneja, R Saha, Madhnsudan Smeh

Department of Elecnecal Engmeening, Delli Technologieal Universaty.

Abstract—V5C-bazed multi-terminal DC  tranzmission
systemn is increazingly being used in combination with AC
zrid for evacuation of power from distributed generation,
bulk power transfer and for enhancemnent of grid reliabiity
and security, Various conirol strategies like Master-Slave
control, Voltaze Aargin Control and Voltage Droop
comtrol are adopted for VSC-AMTDC systems. This paper
attempts to review these control strategies and deterimine
that Veoltage droop control in comparizon with the other
control technigues iz much better and reliable option for
VEChased MTDC system. A sensitivity analysiz on steady
state and dynamnic performance has been carried out in
MATLABSimulink platferm for a fypical four-terminal
VECMIDC system imterconnected to AC-grid being
subjected to load variations, converter terminal outagze and
three-phase to ground fault. It iz validated from the
simulation results of many caze studies that Voltage Droop
control iz superior. It is obzerved also that entire burden of
power balancing within the DC zrid get: well shared
among the droop controllers. But in case of Master-Slave
and Voltage Margin technigues, the enfire power balancing
iz shared by a zingle comverter terminal camsimg severe
capacity constraints in specific terminal.

Eawordi—Deconpled Vector conmol, SPRM, Master-Slave,

Simgle and Two-stage Voltage Margin, Voltage Droap.
i INTRODUCTION

With rapid developments m power elechonics and
exponential up gradations m power semuconductor ratings, High
Voltage Dwect Current (HVDC) technelogy has tum out to be
the cost economical cheice for remotely located generation and
bulk power transmission over a long distance for relisble
flenable and efficient means of power tansfer In addrion
better stability of AC-DC grd. repid control. asynchronous
interconnection ability are some of the atiibutes for
sevualmlles of HVDC lines [ 26, 39, 41]. With wp gﬁg‘abnm

in thyristor technology, it has bean possible to ransfer over 12
G“ofpummel}’93hlcmem-masangp Guguan
HVDC project in Chma [41] However, this technology works
reliably wath stronzer AC networks at 1t recening and sending
ends o avord any comvmtation fahwes Alo, due to phase
cenfrol by means of delzy ansle grven to thynistor comverter, it
needs to be supplemented with huge reactve power supples at
both the ends [40]. An alfematine to thymstor-based HVDC
transmizsion systems 15 self-commmtsted Voltaze Source
Convarter (VSC) based HVDC techmology. It has sizmficant
advantazes hke decoupled control of power, ability fo enermiza
passive systems, simpler power flow reversal ete. and has

Electrical Power Elect
Date of Submission: 3 July, 2020

overcome almost all the Hmmtstions of fomstor-based
techrology [9].

The explotation: of lage offhore wind reservor [42]
provides 3 =i for amploving VSC-
based HVDC tansmission "vsbem: Impwwdpuwerquaht}
dymamnic rezefive power support, infercormectms with wesk ac
systems, smaller footprmts, imereased relizbihity. and m certam
caze: ransformer elmination mzke VSC-HVDC sutsble for
miegrating off:hore wind power with the anthore smds [43]
Nonethelazs, VSC-HVDC techmolopy has an adse ower
comventional thyristor based HVDIC not only for inferconnection
of wind farme but also for ﬁaedmgx..]andlca.ckhkeoﬁ‘shmu
platforme or for supplying power to congested wrban arezs using
Multi-terminal HVDC systems [3, 15, 25 32, 43] It is noted i
F4}mmmofoﬂmnmdmwunmdxmof
150 ks 15 done by employing underpround DC cables and
VSC-HVDC technolozy. Tt is  emvisioned that fuhme
challenzes of the power systems can be met by making
mierconnection among vanous AC networks via MIDC mids
251
The major challenges associated with operstion of mmlt-
terminal HVDIC systems mwvolve precize control of DC u:lhaze of
ﬂ:emdpowaﬁﬂwbéanmzmdmcmmand
of power reserve: amonz the nerghboring AC petwordks In
addition, 1t requires 2 relizble and faster acing cwvomt breaker to
wsolate DC faults to avoid de- energizing of the entive giid [21,
22, 26]. Research on MTDC systems [36] these days 1z focused
on 1ssues lke fault nde through capability of AC and DC
s, enhanrement of fansient stabilty,  developing
combinad AC and DC power flowr alorithmes and proposing
E!.emmﬂwmcv support techniques usmz power availsble m
gnd

The control of V5C-based MIDC systems has been
demonstated in [8-5.13-23.25-35 43-44] m which Master-slave
control., Veltaze Margin control and Veltage Diroop coniral has
been well explained in [13, 15, 17, 26). Master-clave enables to
keep DC voltame constent but burdens smegle termmal The
oparational relizbality of DC gudgetsmmpmnnmflﬂma
Eoes mic an heduled ocutage. of i
‘bllzgeomholimgmnma!vmhzd:ﬂ‘mmfwenmnheb)

mplementing Voltage Margm although mereases reliability of
'\ﬂ'DCbntinnodnc&.oscii;mim =l secure operation of the
gnd 15 mb]ecﬁveiomah:'hmg@dvolhgemﬂ!ﬁ:atofl{m’e
Master Voltaze Droop controls imcreases the reliability by
having more than one voliage controllng termmals. Also, power
ﬂowbz]ancebenﬂnedvnﬂnmburdmmgamglemmmﬂﬂnr
too wrthout amy o meet amy
u:m_\f-ufcomolmmgiheDC\mzecommﬂmziﬂmmafs
But, dwop-conrol too  suffers from  ceram  operatiomal

and Drives, Tayler and Francis
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Frequency Regulation Technique in AC-DC
Network using Converter Current Modulation 1n
VSC-HVDC System
Ashina Tanggs, Fadhechyam Sala, Madimsuden Singh

Deparment of Elecmical Enginesving, Delbi Technological University.
tenejaashinm B8 gmail com rsahaidiu ac in and madmsudaniidoe acin.

Absmac—In crder to meet existing and fature load
erowth, capacity addition by economical EE generation and
T of hydrocar] dr or fousil foel-based
alternator: are the major trend in power system
dewh'pm worldwide. In effect. there is sradual decreaze
in s¥item inertia. The imtermittency and variabilicy of RE-
sources being a well-established phenomenon reates not
oaly lead-zeneration balancing iszues in real time scale. bat
leads to syitem operatonal problems like wide frequency
floctuation:, high rate of change of frequency, etc. Thi:
make: the power syitem very much prome to ierioms
frequency insecurities. For secure operation of integrated
EHVAC-HVDC bvbrid power system, frequency regulation
concept is embedded inside converter comtrol syitem: and a
telecommunication-i active power frequency
droop-bazed Converter Current Aodulation tec hnigue wsing
IGBT-based VEC HVDC system is proposed in thiz paper,
which offers support to maintain stable frequency mear
nmominal value in an intercomnected power system duoring
generation loss, lead-switching or a faudt i the syitem,
avolding any frequency dip. The propaosed VEC- HVIM
contrel scheme hat been simmiated by AATL AR Simulind:
tool and performance of the confroller is demonstrated to
validate the superiority of the proposed scheme over the
conventional vector current conirel scheme used in VSC-
HVDC system

Eeywords—Vecror conrrol, freguwency  nadir, pewer-
ﬁwq’wemj droap, relecommunicarion- free freguency support.
1 INTRODUCTION
With merease i electncity demand znd Lavzer
penenznon of iole =], - (RE) from
location specific predommant wind and solm sowres,
miodemn power systeme are smonzhy coupled with AC and
DC tansmdssion systeme, HVDC tanmussion System
mter-alia provades flesabulity of pover flow control and
enhances power system stzbiliny for the welldnit AC-DC
zn.: Tn faot, HVDC u:m_m:.:mr_i_ 2 11able alternatre for
cable power from offthore wmd
power plant: and acts a3z a firen=ll m between the
miterconnacted AC networks to prevent any distarbance to
propagate from one AC network to other [1.3]

78-1-T281-6916-320531.00 ©2020 IEEE

Exporential increase in  rammgs  of power
semuconductors like IGET: has led to wadespread
popularity of VEC-bated HVDC transnussion systens.
VSC-based HVDC tammission systems  overcome
various fnutations of conventional thynistor-based LCC-
HVDC trananuszion technology ke nsk of conmmutagon
fahwe when mrercommectad to weak AC gzud hish
gquantum of reactive power requirement. ate. Alsa. VSC-
bazed HVDC requires nmch smaller foctpumts compared
to the LOC-HVDC technology and enables the system
operater to obtam the bensfit: of decoupled achve and
reactive power fow comtrol black start capability and
faster but sampler power flow reversal [2-4]

It 15 anncipated that m fohare elechical power systems,
comventionzl  Evdrocarbon-bated smcwomows  power
generation will be conpletely replaced by zr=en power
generation wing dbundant nanmal resowees of renswables
and moderr semiconductor teclmologies like VRC-HVDC
tansmission However, the leading trend of capacity
addizon by economucal RE generation rezults in an overall
decrease in imertia of power syzteme. The mtermittency and

vanability of BE sources creates load- gmmbﬂ.ammg
problems like wide frequency fluchuations. hegh rate of
change of frequency (RoCoF). ete. This makes the power
systems very mmch prone to serious frequency metabilites
[4]. It 15 essennzl to aveld any such volatilites and thus.
mzkmg it farky mds ible to mehnde £ ¢ SUppoTt
mechanizm m the control stategies of mdﬁl‘ﬁ VSCbazed
HVDC tanmission systems.

The corventional vector control scheme for V5C-based
HVDC transmussion systems has been dlhasrated m [2-4].
It ka: been shovm in [1] that by mivoducing actve power-
frequency droop conmol characteristic in comverter confral
scheme of V5C-based HVDC systems, an increase in
amount of coupling betwsen the AC gnd_. of sending and
1ecelving ends s observed That 15 I recponce to
occmrence of 2 ﬁ?qwx".'d.t.tmbm‘e EVENle 2 ZEneration
1oz, sudden load switchinz or fault, in any of the two arids.
healthier network will extend actrve power suppart to the
diznabed one. And HVDC sytem no longer behaves asthe
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Absrace—The VSC-based multi ferminal HVDC reversal feasible mufn-termmal systems improved power
technology is zaiming popularity in power system to integrate quality, decoupled_power flow control and dypamic reactive

and efficiently cperate mulfi-area AC system: of same or power compensation. ate. [3]
asynchromon: frequency as ome grid  Nevertheless, this 2
techmology has enabled to enhance contrallability and stability As megards the anstouzy of the vanous confrol techmques

of AC-DC interrated system. i o the amount of thatmmplo\'edmmmdmtmmm
puwer tramsfer between AC mﬁ& control strategy mnhul m is used for comrol of VSC-based HVDC
adopted for MTDC system varies. Master-Slave, Voltage in which ton of direct-axis refarence
Margin and Volfaze Droop control are dassical DO voltage nmudmeu&thCvnhg&cmdwbymm
control strategies for VSC-based MTDC systems. Although active power control Smmilarly, generation of quadranme-
Voltage Droop technique is reliable but it suffers from  aqsreference cumrent is done either by AC voltage control or
drawbacles lile inability to deliver comstamt active power to by constant reactive power control. In a pont to poimt VSC-
critical AC systems, imability to maintain DC veltage to a3 HVDC system. one comverter exercises DC woltaze control
constant valme, risk of irreversible switching from droop while other is transfermng constant active power [2]

Marzin technique is relisble tham Master Slave comtrol but Multi-fermimal  (MTDC)  systems  are  fonmed by
suffers from power oscillations and large DC voltaze overshoot  mimeonnecting DC grids of vanons converter terminals fo 2
when DC voltage conmfrol is trapsferred from main master mmm]:)(whage[l] It 15 peceszary to have proper DC
controller to reserve controller. In this paper, an adaptive voltage control and active power comtrol [4]. At least one
Master-Slave conirol technique with medulation of converter  comverter m MTDC mnd is responsible for r\zgul:m'nn of DC
carrents in Master terminal is proposed where direct-axis voltage so that balanced power exchange takes place m
IGET current s mhh;?mﬂn;;mmm At 1« B}, Bacally -
CAITYIRE a
S i 7 S o G e f
qunD-Cmﬂﬁalﬂnomuhmu_lmﬂm_r Voltaze Marzin (VM) control and Veltage Droop (VI
Dreventing severe DC awervoltage ur arrestis DC olMge  control are three basic comyol technigues for VSC-MIDC
0m Innns dowi P‘ﬂpﬁld contral £ 5

improve the reliability and stability of AC-DC grid and is systems whose features are deprcted m Table IT1-3].
found to be more flexible fhan conventiomal Mfaster-Slave MS control is not so relizble due to 1= dependency on
confrol single comverter for cnncal task of DC voltaze regulzhon
. , Also, in case of increase in unbalmced power in DC gnd,
xgm—!mm:fd, lyﬂiwﬂmm Master may lose its capability of mantaimng stable DC
DC systems, comtrol. voltage. As 3 result overvoltage or undervolzge can ocour
o a dneto]znkcrfﬁnihﬂ'DfTolm regulation [1.3]. For larger

1 INTRODUCTION £2

The of HVDC tachnol koo gl ielis =
extencive use fransmission logies 15 masrer'mreqlm'ed.,ﬂms malnngdcmnber:omem&hﬂm
ndl]u;ﬂ_fl.edbacanseofmambmeﬁﬁcﬁu‘adb} the DT reference DC voltazes for each comverter station [1, 3-5]. In
on over AC like unconstramed bulk  sertain eritical AC systems and in passive AC networks, it is
power tanmussion over long distnes. reduced power destred to have 2 constant active power cutput from VECs
10&9!‘-’.- flexable power Fﬂw control, effective conductor [3]. But voltage zource comverter stations controllad by VD
utilization, reduced RoWs, enhanced AC-DC power system  tochmigue are unable to deliver constant active power, if
stability, evacuation ;fdpower ﬁmﬁn;:]:ﬂy lecat:ifﬁs raquired [4]. With power losses & deviation in DC voltage
izlanding cperation IOy meare Also, wil rent neglectad this control cannot provide decired power flow
of HVDC technology, it has been possible fo mot only  without deviation from allotted power references [11. In fact,
E?’cm h;?]:;f’mm systems stably but al_.o_[: such system is mnable to regulate DC voltage to 2 fored value
area can W into a multi-wea system rather only keeps the D voltage withn 3 permizsible mnge
Voltzge Source Converter (VSC) based HVDC technologies [4] Also, while tansfernng unbalanced power m gnd. @
M@W@Ehﬂ“mﬁdam'mm‘?mm mtlakemufpowammleﬂ'wiﬂlﬂzcumﬂm
stabalwandmmwofﬂmpwermdmaef'\c-m Therefore, comverter contrel may switch from droop control
network mtegration. Besides the vanious benefits indicated. 4y constant power control mode which cannot be reversed
few other attributes of these teclnolozies are rapd power [3]. Unlike droop controlled MIDC systems, DC voltage
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Abstract— To promote investment in the electricity sector,
the deregulated electricity market regime has created an
enabling environment to accelerate the all-around development
of power generation, transmission and distribution systems.
RE-based power generation is proliferating in the power
sectors worldwide. Participation of large numbers of market
players, and massive penetration of RE-generation have
created enough complexities and has made fundamental
changes in the deregulated electricity market conditions. Small
scale RE generating units have limited participation in the
electricity markets due to the uncertainties. These units
integrate with other fossil fuel plants and forms as Virtual
Power Plants (VPPs). Increasing participation of RE based
VPPs in the competitive electricity market, has brought out
further complexity in market operation primarily in terms of
its generation scheduling, economic profitability, etc. In this
paper a two-stage stochastic programming approach for
optimal scheduling of VPPs in the electricity markets is
presented, along with modeling of uncertainties in the
electricity market price, available level of stochastic renewable
generation and the request for reverse deployment. These
uncertainties are modeled using scenario bounds and are
formulated using stochastic programming approach.
Simulation results are carried out on 4-h planning horizon.

Keywords—Electricity markets, Renewable Energy Sources
(RES), Virtual Power Plants, Stochastic programming, Day
Ahead Markets (DAM).

I. INTRODUCTION

Power system utilities in the world are disintegrated and
restructured, resulting in the diminishing of monopoly
existed in the erstwhile vertically integrated markets. To
promote investment in the power sector, deregulated market
regime has created an enabling environment to accelerate
development in generation, transmission and distribution
systems. These result in large participation of  market
players, stakeholders, independent power producers,
electricity traders, and pro-active roles of regulators. Massive
penetration of renewable energy-based electricity generation
is proliferating in every country around the world. It has
made fundamental changes in the deregulated electricity
market conditions. These changes affect the financial health
of incumbent fossil fuel generators having inherently high
marginal costs of generation per unit.

As per rough estimates, burning of widely used fuels like
coal, bio-fuels pollute air over fifty times more carbon per
unit of energy than wind, water, or solar power. Due to
environmental conservation and increasing efforts to reduce
global greenhouse gas emissions, efforts are being made for
continuous policy reforms in the power sectors are on the
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cards across the globe, and thrusts are given towards
sustainable sources of RE generation, replacing the pre-
dominant nonrenewable electricity = generations. Such
transition is widely prevalent in U.S and European Union,
which have set the milestone of electricity requirement with
100 percent renewable energy in near future [10-12].

Virtual power plants are integrated with several type of
energy resources to aggregate total energy production from
distributed energy resources (DERs) such as small hydro
plants, roof top solar system, wind farms etc. VPP includes
from small scale to medium scale renewable generating
units, flexible loads, diesel generation sets etc. These
utilities can from into a cluster of energy sources along with
other fossil fuel power generating units. Increasing
participation of VPPs which aim at an integrated approach of
a cluster of small distributed RE based generating entities,
and participating in the competitive electricity market as a
single entity, has brought out further complexity in market
operation primarily in terms of its generation scheduling,
economic profitability, etc. VPP acts as an intermediary
between distributed energy resources and the whole sale
electricity markets and trade energy on behalf of DERs
owners who themselves are unable to participate in that
market. The concept of VPPs allows small scale = RE
generating units to get in to electricity markets.

The real time load demand is dynamic and so the power
generation for balancing the load. Further, due to
intermittency, and variability of RE sources and imperfect
forecasting, there is randomness in RE generation (viz. wind
farms, solar PV plants, etc), and it leads to the complexity of
RE integration with the electricity grids. RE power being
largely non-dispatchable, the generation scheduling of CPPs
in combination with RE generators is a tough challenge
being encountered by system operators in DAM and real
time markets.

Understanding the uncertainties in the process of RE
generation and are considered as stochastic process. To
mitigate these uncertainties during the generation of RE
sources, it is endeavored to integrate RE generating utilities
with other generating units such as CPPs, storage units and
flexible demands i.e., VPPs. In this paper, a two-stage
stochastic programming is proposed to model these
uncertainties present in the process of integrating these
VPPs containing RE sources and finds an optimal solution
for scheduling generating units in electricity market clearing
process [4,7].

A brief overview of the present electricity market
scenario is studied and market mechanisms coupled with
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bidding-based buy and sell of electricity in DAM and real
time markets are well explained in [1-16]. The market
clearing process in the electricity markets under various
uncertainties is designed in [1]. The zonal market model
with renewable integration is presented in [2] [3], [4].
Bidding strategy of virtual power plants (VPPs) for
participating in energy and reserve markets is investigated in
[5]. Introduction to the mathematical stochastic
programming applied to electrical engineering is presented
in [6]. Risk assessment in electricity markets and reserve
market under uncertainties is carried out in [7]. Network
constrained robust unit commitment model is explained in
[8]. L. Tianqi et.al [9] analysed optimal scheduling of VPPs
considering cost of battery loss. The statistical scenario of
RE is illustrated in [10-13]. Impacts on power markets due
to RE generation adequacy are presented in [14]. The
challenges being faced by the electricity markets with the
intermittence RE sources is explained in [15,16]. Optimal
bidding based on Nash equilibrium strategy for VPP
participation in the energy markets is proposed in [17].
However, the proposed approach adds to the existing
research on RE based VPPs electricity markets.

This paper is organized into five sections. Section-1
provides RE-based market operation and pro-active role of
Virtual power plants as introduction. Section-2 presents the
impacts of renewable generation in deregulated markets.
Stochastic ~ programming  methodology, modelling
uncertainties and problem formulation for optimal
scheduling process in electricity markets is explained in
Section-3. Simulation results are illustrated in section-4 and
section-5 ends with the conclusion followed by references.

II. IMPACT OF RE GENERATING UNITS ON DEREGULATED
ELECTRICITY MARKETS

RE generation has made fundamental changes in the
market conditions. Historically, there are steep reductions in
costs of RES generation over the time and per unit cost is
economical and compared to the cost of fossil fuel-based
generation. RE penetration into the markets has resulted in
reduction of wholesale electricity prices. It is indicated in
[13], the levelized cost of electricity (LCOE) between 2009-
2017 for PVs fell from $304 per MWh to just $86, a
reduction of 72%. Onshore wind’s LCOE dropped from $93
to $67 per MWh, a reduction of 27%. These factors and the
feature of insignificant greenhouse gas emissions are
instrumental to make a paradigm shift to create market of
renewable. However, it has created a large impact on the
economic profitability of conventional generators and
considerably affects the financial health of the stakeholders
of fossil fuel generators. It has also transpired that massive
penetration of RE is and will be leading to even negative
electricity prices, i.e., conventional generators are required
to pay to produce electricity [3].

Uncertainty of RE generation is another critical factor
which affects the scheduling and operation of the grid [15].
VPPs enable to provide a possible solution to mitigate such
issues with its group of generating units (both conventional
and RE sources), storage units, biomass plants and flexible
demands. These VPPs can optimize their energy sources
utilizing conventional plants during its low RE production
and participate in the markets during its high RE production
through storage units. It also reveals the importance of
conventional sources in supporting the system. These

2

traditional generators can act as capacity plants in the
capacity markets.

In the context of economic profitability of stakeholders
[10-13], optimal utilization of resources to meet end user
requirements, and for mitigating imbalance of load-
generation dynamics in RE dominated electricity market,
stochastic and optimal scheduling of VPPs is made as a part
of market research.

ITII. STOCHASTIC OPTIMAL SCHEDULING PROGRAM

This section analyses the optimal scheduling problem of
the electricity markets where virtual power plants (VPP) sells
or buys the energy with the objective of profit maximization.
On other hand, reserve markets provide the flexibility to
increase or decrease the total energy production of VPPs
upon the request of the system operator.

The Day-Ahead and reserve electricity markets are
considered in this section to analyse the market scheduling
decisions one day in advance. While making this scheduling
decision the VPPs faces a number of uncertainties [1,9].
Following are the wuncertainties faced in the market
scheduling process:

e The market prices include the day-ahead market
prices and the reserve markets prices (for both
capacity and energy).

e Stochastic nature of the available renewable

generating unit’s production level.

e The requests to deploy reserves sources by the system
operator.

The proposed uncertainties are modeled for obtaining
optimal market scheduling decisions. As the proposed
approach is probabilistic and not deterministic in nature,
inappropriate modeling will result in loss or profit to the
VPPs and even results in an infeasible operation of utilities/
generation and demand assets [18].

TABLE L. NOMENCLATURE
Notation | Definition
ne Set of Conventional Power Plants
ne Set of Demands
nR set of renewable energy generating units
ns Set of storage units
nr Scheduling Time periods
n? Set of discrete scenarios
CCC o Online cost of conventional generating unit ¢ [$/h]
C CC v Variable cost of conventional generating unit ¢ [$/h]
pc Power generation of the conventional power plants in time
ct period ¢ [MW]
) demand d power consumption level in the time period ¢
dt [MW]
PR RE generating unit  production level during the time period
rt t
Prli’A Available RE generating limit of unit » in the time period ¢
PSS;'D Power discharging level of storage unit s in the time period #
Pqi'c Charging level of storage unit s in the time period 7 [MW]
s Energy stored by the storage unit s in the time period ¢
st [MWh]
PR* Power capacity traded in up-reserve market in time period ¢
pR- Power capacity traded in down-reserve market in time
t period ¢
PE Amount of Power traded in the market during the time
t period ¢
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A. Modelling Uncertainties

The uncertainties mentioned above are modelled using a
set of predefined discrete scenario realizations indicated by
Ye@” . Each scenario of ¥ is defined by the parameters
oo B5E, ub ) f57, woi Ko K, and Piyg  that indicates
energy market price, market price acquired for power
capacity in the down-reverse market, the up and down-
reverse deployment request, and the available generating
levels of stochastic RE generating units respectively. Each
scenario ¥ is defined with probability of occurrence my. The
sum of overall probabilities of the scenarios is equal to 1, i.e.,
Zﬁe(z)v Ty = 1.

B. Problem Formulation

The optimal decision-making problem under these
scenarios is modelled as a two-stage stochastic programming
model and is interpreted as follows:

maxye Y. M, {Z (G PEDE) + (5: + KB b ae)PR

Jepv tenT

oy K0P = ) (667 + 8P|

cent
Subject to: )
—E
P <PEF<P;
—R+
P <Pf* <P, 3)
R~ < pR- <P} @)
P <P <Py
Pf"'thJrPtRJr_th_Pt_: Pcctﬂ+
cent
5
S,D S,C
+ZP1§19+Z(Pst19_Pst19 _Zpr?tﬂ
renR sens denP
—D
D D . D
Pyt < Pgrg < Pae ;vd € 27 (6)
D D
Pgre At = Eg ;vd € 0P (7)
tenT
—cC
c . c
Phug < Pgrg < Paruée LI ®)
R RA .
0< PR, <P ;YR € QF  (9)
pSC < pSC < P> VS € 05 (10)
st — ‘st9 = ' st ’
pSP < pSP < B> VS € 05 (11)
st — fst9 = 'st ’
P3P At
’ : 9
€5 = ese—nyo + Priobtng — =55 VS € 05 (12)

S

—s

. S
Es <eyy <Eg VS € 25 (13)

Where set oV = {Pf PE, P, vt e aT;ub, vC €

R
0% PSyVCEN; P, VR € 0% PiS,;vs € 05 P, VS €

0°; €5, VS € QS}VteﬂT,vﬁEQ)V are the optimization

variables in the above problem. [Iy indicates, weight of
each scenario 9 [7,8,9]. VPPs objective is described by the
Eq. (1) throughout the planning horizon and consists of the
following terms:

e The term uEPEAL, vt € QT represents the revenues
acquired by the VPPs for their participation in the DA
markets. Here the variable PF may be +ve (if VPPs
sell power in the DA market) and -ve (if the VPPs
buy power in the DA markets).

o The term (fiff + K& ufif At)PRY, vt € QT represents
the revenue obtained by the VPP for participating in
the Up-reserve markets. These revenues are again
divided into (fifPR*) capacity payments and
(KRFuR* AtPR*) energy payments.

o The term (fif; — K§; uf; At)PR™, vt € QT represents
the revenue obtained by the VPP for participating in
the Down-reserve markets. These revenues are again
classified into (af,?; PtR_) capacity payments and
(KR~ uR~AtPR~) energy payments.

e Variable cost incurred by the CPPs is represented by
the term (CoMu& + CEFPSpAL); VC € Q6 vt € QT

Where Egs. (2), (3) and (4) are the constraints,
representing upper and lower bounds on the amount of
power traded in the DA, up, and down-reserve markets
respectively. Eq. (5) represents the power balancing
constraint. Egs. (6) and (7) puts power consumption limits on
the demands. u&, € {0,1};VC € 2¢,vt € Q7 denotes binary
variable, it represents the on/off status of CPP. Constraints in
the Egs. (8), and (9) limits the power produced by the CPPs
and stochastic RE generation level respectively. Egs. (9) and
(10) represents the constraints on the charging and
discharging level of storage units, while the Eq. (12)
represents the energy production level in storage units and
Eq. (13) represents the limiting constraint on the energy level
of the storage units. The above problem is a Mixed Integer
Linear Programming (MILP) problem solved using CLPEX
solver.

IV. SIMULATION RESULTS

The proposed two-stage stochastic model for optimal
scheduling is tested on 4-hour planning horizon, and the
required data is collected from [18]. The simulation results
are implemented in GAMS software using CLPEX solver on
a PC with an Intel i7 3.6GHZ CPU and §-GB RAM.

The maximum power traded (sold/buy) in the energy
market is limited to 100MW. The up and down reverse
market capacity is limited at 50 MW. Energy Market prices
along with up and down reverse market prices for the power
capacity are presented in Table-2. Generation limits of the
CPPs and their economic data along with the flexible
demand data is referred from IEEE-5 bus system. The
forecasted wind power production level is provided in
Table-3. Reverse deployment request is considered to be
80% of the power capacity scheduled in down reserve
market during the time period-2, similarly for up reserve
market 50% and 100% of scheduling capacity are requested
during the time period-1 and 3 respectively. No reserve
deployment is requested during the time period-4. This data
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is assumed and considered based on the system operators
request for the reverse deployments.

In the above two-stage stochastic programming model,
the uncertainty in the RE (wind) generating levels along
with the uncertainty present in the reserve deployment
request are modeled by using two equiprobable scenarios in
each stage. Thus 4 scenarios (two of each) are considered.
For the sake of simplicity these scenarios are independent of
each other.

TABLE II. ENERGY AND REVERSE MARKETS PRICE DATA
Price [$/MWh]
Time U ket | D ket
Period Energy /D reserve marke. OWR reserve marke;
Markets | Epergy Capacity Energy Capacity
1 12 14 4 14 4
2 14 15 10 38 10
3 22 30 8 26 8
4 32 20 6 25 6

TABLE III. TOATAL WIND FORECASTING LEVEL FOR DIFFERENT TIME
PERIODS AND WEIGHTS[PU]

Wind Power Generating level Scenario
Time Period [MW] Weights
R R R;
1 70 100 120 0.25
2 100 83 140 0.25
3 95 75 115 0.25
4 55 80 100 0.25

The proposed model presented in the section-III is runed
by the system operator to determine optimal scheduling for
each generating unit in each time period. Considering the
data presented in the tables-II and III, the optimal power
scheduled and market prices in Day-ahead and reserve
markets are presented and explained in Figs. 1 to 7.

Power in Energy, Up and Down reserve Markets
100
— 50
= Time (hours)
2 o
o}
% 4
2-50
-100
No reverse depolument request
-150
—o— Energy Market —o— Up reserve Market
—— Down reserve Market

Fig. 1. Plants Power traded in energy, up-reserve and down reserve markets

VPPs participate in the energy markets and submit their
bids based upon their demand levels in the specific time
period, these bids are submitted in terms of price and
quantity to the system operator. Fig. 1 shows, the optimal
amount of power traded in each time period in the energy,
up and down reserve markets. In these markets the VPPs
decides to buy the energy, expect for the time period-2 when
its demand level is being low and during this period energy
is supplied by their own renewable generating units. In all
other cases the VPPs tries to buy the energy in the energy

market. In the case of up reserve market, the power is traded
in time periods 2 and 3. While in the case of down reserve
market power is traded during the periods 1, 3 and 4. No
power is traded during the time period-2. This is because of
the maximum demand levels and low prices for the reserve
deployment as explained in Table-II.

Based up on the amount of power traded in the energy
and reserve markets, conventional power plants are
scheduled. During the low demand level i.e., during the time
period-2, these plants are turned off. Fig. 2 shows,
scheduling of CPP. The power plants with highest
economical prices are not scheduled for the entire market
operation as shown in Fig 5. The renewable generation is
maximum at each time period as shown in the Fig. 4. Power
consumption levels in each time period is same expect for
the time period T-2. In order to supply their demand level
during the maximum demand periods, VPPs enter in to the
power markets. Therefore, based on the market prices the
VPP decides to buy maximum power from RE sources in
the markets.

250 Power production by the conventional power plants
z
= 200
=
2 150 .
El No CPP is shcelduled
] X
o
= 100
5
g 0 \\
=

0 \ Time (hours)
1 2 3 4
——S-1 —e—S-2 S-3 S-4

Fig. 2.Power consumption by the conventional power planys in the market

Power Consumption by the demands
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Fig. 3. Power consumption by the demand in the market

120 Power production by the Renewable Enegry Sources
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Fig. 4. Forecasting Power generating level of Wind power source
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From the above optimal scheduling process, it is clear,
that the stochastic RE sources are made to dispatch in all
time periods and based on the power demand level and
market prices the system operator request for up and down
reverse deployments during a sepefic time period.

The conventional power plants are scheduled only when
the required demand is more than the RE and reverse
deployment capacity. Fig.5 shows scheduled dispatch of
CPPs. During every hour generator (G-4) is not dispatched.
Similarly, during second period no CPP is scheduled. This
puts economic burden on the conventional generators. The
prices incurred during the power production is less than the
revenues obtained. Hence, it is required to provide policy
incentives and to take standard tariff policy mechanism for
conventional generation. Updating to the current
technology, increasing ramp up and ramp down rates of the
generators may make their way possible to compete with the
RE sources.

Scheduled dispatch of conventional power palnts
800
__ 600
2
=400 No CPP is schedule
2 G-4 is not scheduled
£
200 f
\; Mhours)
0 —
1 2 3 4
——G-] ——G-2 G-3 G-4 ——G-5

Fig. 5.Scheduled power dispatch of conventional power plants
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Fig. 6.Market clearing prices in $/h with RE sources for different time
periods.
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Fig. 7.Market clearing prices in $/h without RE sources for different time
periods.

Fig.6 and Fig.7 represents market clearing price ($/h)
variations with and without RE sources. It is observed that
MCP’s without RE sources is always greater than the
MCP’S with RE. Therefore, it is clear that the conventional
generators are forced to generate power for lesser prices.
This price variations will result in economic losses.
Therefore, it is required to provide cost-based policy
incentives for the conventional plants. Some of the countries
are following fed in tariff policy, purchase obligations and
contract for difference mechanism to create a balance
pricing mechanism.

The above simulation result has established that during
low demand periods VPPs optimizes its resources by using
RE (wind) generation only. During maximum demand
periods CPPs are scheduled, and reserve deployment
requests are made accordingly to the system operator
request. With interest participation of VPPs market price
levied on the consumers is reduced but burden on the
conventional generators increases. The simulation graphs
shown in Fig.6 and 7 has clearly indicated the price
variations with and without RE sources. This clearly
indicate that the VPPs in the electricity market are acting as
price makers and sometimes as price takers.

The above two stage stochastic problem is executed
using deterministic approach, in such case the optimal
scheduling of VPP is found infeasible. This is due to the
error while providing reverse deployment request. This
highlights the importance of an accurate modelling of the
uncertainties in the problem. Economic impact on CPPs due
to RE sources can also be interpretated from the above
results.

V. CONCULSION

Power and energy balancing mechanisms are
evolutionary in market operation from the cost economics
angle. It depends on RE policies, power sector reform
strategies, price discovery mechanisms, generation
scheduling economics, load management techniques, role of
VPPs, etc. Like every generator looking for its profitability
and services to the system operation. VPPs with its
resources look for maximization of their profits. The
proposed two-stage stochastic modelling for optimal
scheduling of VPPs in electricity markets has established the
merits of its generation scheduling to mitigate certain
uncertainties as explained in Para-A, section-III of this
paper. The simulation work provides impressive results for
accurate optimal scheduling of the generating units of VPPs.
This method may be extended to large scale market
operations and big power system networks by dividing the
system into several subsystems. In future, the presented
method may be extended to model forecasting uncertainties
along with modelling of large solar generating units.
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Abstract— With the vast expansion of grid network and
enhancement of Communication system, Cyber security
reinforcement is of paramount importance for reliable and
secure power system operation. Cyber-attacks on electricity
markets acquire financial profits to the adversary. In this paper
a modest attempt is made to model the cyber attacker’s
objective of profit maximization by injecting false data into Day-
ahead and Real Time electricity markets. It is considered that
attacker runs a bi-level optimization problem which includes
attacker’s profit maximization objective and market clearing
problem for finding out the optimal attack measurements.
While manipulating the measuring devices like RTUs, the
attacker takes care to avoid being detected by the bad data
detection (BDD) procedure run by the ISO. This paper focuses
on financially motivated FDI attacks considering attacker as one
of the virtual players in electricity market. A novel attacking
model is designed using bi-level optimization problem where
attacker aims to gain financial benefits by misleading market
clearing problem. Potential impact of financially motivated
False Data Injection (FDI) attacks on electricity markets is
presented by considering PJM 5-bus system. The simulation
results show the sharp impact on Locational Marginal Prices
(LMPs) in fulfilling the attacker’s objective, and the distinct
relationship between LMPs and the market clearing prices
during the attack.

Keywords— Cyber Attacks, Day-Ahead Market (DAM), Real
Time Market (RTM), Mixed Integer Linear Programming
(MILP), optimization, Locational Marginal Prices (LMPs),
Congestion.

1. INTRODUCTION

Power system is a strongly interconnected electricity
network coupled with state-of-the-art communication
network for transmitting and distributing electricity from
generating stations to load centers. This huge network is
consistently controlled, operated, and monitored in real-time
mode by IT-enabled SCADA system from control centers by
ISO/TSO. All the real-time operational data of the power
system are picked-up through remote terminal units (RTUs),
transducers, and various sensing devices. This data is
transmitted and processed by SCADA at the control centers
to enable system operators to efficiently control and handle
the grid dynamics in the competitive power markets. With the
continuous expansion of the electricity grid, the risk of cyber-
attacks to the real-time system has become a serious issue
Although the SCADA System has firewall as the first stage
of security to the communication network, still cyber-threat
is a challenging phenomenon for ISO to defend its integrity.

At present, the power sector is operating as day-ahead

(DA) and real-time (RT) markets. In these markets, various
market players including sellers, buyers, and traders

978-1-7281-1084-4/20/$31.00 ©2020 IEEE

participate through an online platform of Power Exchanges
and submit their bids in quantity and price. The DC-OPF
model is used to determine LMPs, considering the topology
and physical constraints of the power system and power
demand as per the load forecasting values, and there are
mismatches from the actual demand values during the real-
time market operation. Hence there is an accuracy problem in
the power system state estimation. Adversary takes this as a
chance and manipulates the meter readings by injecting false
data. Meanwhile, the attacker takes care of not being detected
in the BDD procedure.

The paper is organized into six sections. Section-I covers
the cyber-attack strategy with its introduction. In section-II,
the market-clearing problem of both DA and RT markets
using SCED is presented. Section-III discusses the power
system state estimation and optimal attacking problem. In
section 1V, the implicit relationship between the upper and
lower level problem is presented along with converting bi-
level attacking problem into single-level MILP problem.
section V discusses simulation results on PJM-5bus System
with and without attack. Section VI ends with the conclusion.

A. Current state of Art

As a matter of fact, cyber-attacks on power systems are
generally classified into two types. The first type of attacks
aims in creating damage to the grid and the latter type focus
on financial gains. FDI was first studied by Liu et al. [1].

In the foremost type, adversary estimates attack
vulnerability areas to inject false data into the measuring
devices, which leads to grid failure or shutdown of some
major grid components. These attacks are investigated in [2-
5] by using various methods. Stealthy FDI detection using
machine learning is studied in [3]. AGC detection is a popular
technique presented in [4]. Statistical structure learning to
ensure data integrity in smart grid is examined in [5]. FDI
modelling and counter measures are discussed in [6]. Power
grid resilience against FDIA is demonstrated in [7]. A survey
on FDIAs is presented in [8]. Forecasting aided imperfected
attack against state estimation is presented in [9].

The second type of attack is based on gaining financial
benefits. In [10] a special class of FDI attacks using load
distribution has been investigated. Attacks by overloading the
transmission lines by introducing corrupt generators and load
forecasting error in the Security Constrained Economic
Dispatch is presented in [11-14] which results in LMP shift.
Financially motivated attacks have been investigated in [15].
Modelling dummy data attack vector which is used to Change
congestion pattern is presented in [16], A new framework in
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designing FDI attack using stochastic robustness by limited
adversary is presented in [19]. Deep learning techniques for
FDI attack detection on smart grid is examined in [20]. A
non-linear auto regressive exogenous configuration of ANN
is used to identify FDI attack on state estimation is formulated
in [21]. Market decision making, non-linear optimization
problems in electricity markets, along with Bi-level
optimization problems in power system is presented in
[22,23,24].

II. ELECTRICITY MARKETS OPERATION

Deregulated electricity markets conduct -electricity
trading in competitive environment. Buyers and sellers
submit their bids in terms of both quantity and prices. An
independent system operator (ISO) is a third-party regulator,
and independent of both supplier and consumer is responsible
for determining market clearing price (LMPs) and managing
transmission network. DC-lossless optimal power flow
model along with LMP calculations for both the DA and RT
markets are carried out as presented below with the
nomenclature given in Table-1.

TABLEI. NOMENCLATURE
Definitions
Qg, Q4 | Setof generators and demands respectively in the network
T Operating time period
0, Set of generators and demand connected to bus n
Sy Generalized shift factor matrix

Nypus Number of buses in the network

0, Number of branches (lines) in the network

A. Day-Ahead Market Operation

In the DA market, ISO performs optimal calculations to
maximize Social welfare and to minimize aggregate cost of
generation for given load dispatch. DA market allows
submitting bids one day in advance and the dispatch is
scheduled for the next following day. The optimization
problem needs to satisfy the network topology and physical
constraints of the network. The above DA market
optimization objective is presented in [3,8,17] and which can
be depicted as follows

O 1 Q T
TR X0 3 LT
i=1t=1 j=1t=1
se Q) Pe= ) D V0 € Nyuss (1) (2)
€0y, jean
PiTin < Pit < Pirpax (‘ulnt’tax“ulr?m) (3)
D}?in < Djt < Djr;lax (yljrglax’ .yl_rtnin) (4)
) vl e Q;
Flmm <F =< Flmax (l9_max i9_min (5)
it P it

Where Cj, Piand By, Dj, are prices ($/MWh), quantity
(MWh) offered by generators (suppliers) and demands
(consumers) respectively. Rp, in Eq. (1) shows objective
function of maximizing social welfare and minimizing cost

On 0
Where F = Zizlslj (Zifl Py =

0 .
Z}.:l Djt) ; Vn € Ny, s represents power flow in the

of  generation.

transmission lines. Eq. (2) represents balancing constraints.

Eq. (3), Eq. (4) and Eq. (5) puts upper and lower bounds for
generating capacity, load demand and transmission line
capacity  respectively, and A, ult9¥, pIin, ymax o min
Ymax - 9Mn are corresponding dual variables of Eq. (2), Eq.
(3), Eq. (4) and Eq. (5) respectively. Locational Marginal
Prices in ($/h) at each bus in the DA market is interpreted as
follows

LMPPA = 2, + Z Y % S — Z YNax % S ©)

leQ; len

B. Real Time Market operation

Based on the state estimation performed on the data
collected from the different measuring units, the ISO aims to
minimize the incremental change in the variables i.e.,
difference between the scheduled value and measured values
in DA market. RT market is operated for every 5 minute and
another LMP vector is calculated based on this run time data
[8,17]. RT market clearing solves SCED optimization
problem and is formulated as

Q 7 Q T
i = . . — . . 7
L, Rir =D CubPi= ) > BedDy ()
i=1t=1 j=1t=1
z APiL’ = Z AD]t .
St & = V2, € Npuss (1) (8)

AP < AP, < APJ9*

min max
D" < ADjy < Dy

(ﬁ{?ax, ﬁ{?in) (9)
(e, viem) (10)

AF, <0 vi e Cl,; (J7)  (11)

AF,, >0 viecl;(Imm)  (12)

Where AP;,AD;, represent the incremental change in
power generation and load demand values, Rg in Eq. (7)
represents the ISO objective function of minimizing
incremental cost of generation. In Eq. (9) and Eq. (10) upper
and lower bounds are imposed on incremental power

generation and demand values respectively. Where
On

n n
AF, = Zi:l,leﬂlSU (Zi:gl APy — ijl ADjt) represents

: ol ~max ~,min ~,max sSmin _gmax
change in power flow. A, @™, ™, Vit Vie > Vit o

9™ are dual variables of Eq. (8), Eq. (9), Eq. (10), (11) and
Eq. (12) respectively. Furthermore, ISO computes line flow
changes through each transmission line / and tries to keep line
flow measurements within the limits, (for both positively (I €
Cly:F, = F™)and  negatively  congested  lines(l €
Cl_:F, < F/™™) [8,18]. LMPs in ($/h) at each bus in the RT
market are governed by the following equation

LMP{" = 1, + Z D xSy — Z O xSy (13

leCl_ leCly

From the above market clearing problem, if the attacker
buys certain amount of power (D;; MW) at LMPRTin DA
market and after compromising the meter data, sells
(AP;; MW) in real time market at LMPRT | its profit would be
[LMPJT x (AP;) — LMPP4 x (D;)]$/h. and the same
follows, if the attacker sells electricity for expensive price in
DA market and buys it for cheap price in real time market
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[3,17]. The profit in ($/h) that the attacker obtains by the
above virtual electricity trading is given by

Qn T
profit = Z Z[LMP;;TAPL-t — LMP24D;]

i=1t=1

+ [LMPR4P;, — LMPTAD, ]

t=]

n T
= ") [LMPET APy — ADy) + LMPRA(Py = Dyp)]
=1 (14)

III. POWER SYSTEM STATE ESTIMATION

i

I
fu

For a DC linearized lossless transmission system with
n + 1 buses and a set M = {1,2,3, ... m} of meters. The states
are typically bus voltages and phase angle. The meter data
(RTU’s) typically includes real power injection, branch
power flow in each transmission line. ‘J’ is the Jacobin
matrix. The relationship between the meter data ‘Z” and the
system states X is
Z=]X+e (15)

Where, e is the measurement error matrix and is
considered to follow gaussian distribution with zero mean
and co-variance matrix R, ] € R™*™, ‘e’ matrix represents the
deviation of run time states from the scheduled optimal states.
The state estimation problem is to find an estimate X of state
variable X to the best suit of the meter measurements [13,18],
and that minimizes weighted least square error is given by

X = argmin{(Z — JX)"R(Z — ]X)} (16)

X =(J"R'H)"YJTR™'Z 2 EZ (17)
E=(J"RTDTYR? (18)

Estimated Z is given by Z = JX (19)

The residual value r of the state estimator is the
difference between observed measurement Z and the
estimated measurement Zand is givenby r =2 — 7 = (I —
JE)Z. Adding false value AZ to Z results in change in residual
value. The L-2 norm of residual value is as follows

lrew ||, = |Z + AZ — JE(Z + AZ)||,
2 ||rll,+II( — JE)AZI, (20)

In order to avoid being detected in the BDD procedure of
ISO. The change in residual value (r™")by adding
compromised measurement AZ should be within the
threshold limit ||(I — JE)AZ||, < €. This threshold limit is
introduced as a constraint in the attacker’s optimization
problem.

IV. OPTIMAL ATTACK ON ELECTRICITY MARKETS

Based on the state estimation and market clearing process,
and in order to achieve the attacker’s objective of profit
maximization, the false data is injected into the network.
these would create congestion in the desired transmission
line, and for this the attacker must find out optimal generation
and load values such that the attack is stealthy and passes
through BDD procedure. In order to obtain optimal attack
values, the attacker needs to relate DA and RT markets with
the RTU’s measurement data. For this the attacker considers
network topology and physical constraints of both power
markets in the attack problem. The attacker needs to choose
some desirable meters that are to be compromised.

Consequently, the attacker needs to embed the relation
between the traded power [Pi, D;:], DA and RT market
LMPsi.e., [LMPE", LMPP4] and false data injected (through
the RTU’s). considering all the above issues, a bi-level false
data injection attack strategy is proposed [2,15,17]. Let us
define the Z, = [P;;, D;;] are the DA market state variables
and Zg; = [AP;;, AD;¢] as the RT market state variables. The
attacker’s bi-level problem is interpreted as

max Profit,

APy, AD ¢
& I @1
- Z Z[LMP!ET(APu ~ ADy) + LMPRA(P, — D))
i=1t=
M
Z S att vYm € ‘Q‘l (22)
m=
10— JE)AZell, < e vm € 0, (23)

AZpye +AF) + Fp — ™ <0 vmleQ; 9%,  (24)

2q
Z AD; =0 ©5)
=1
Ay,
W =0 vm,l € (26)
g 04
D (P =8P = ) Dy = AD) )
=1 =
[Xp4, Ae, Xrr) Ac| € arg min (Rpa + Rer) (28)
2)-(5)
S.t{ 29
® - (12) @9)

In the above bi-level optimization problem, Eq. (21)
governs the attacker’s objective of profit maximization. Eq.
(22) represents, for any attack in a specific time slot, the
attacker can compromise limited number of RTU’s (meters)
to a predefined number(C,;). In order to take care of not
being detected by the ISO’s BDD procedure the attacker tries
to keep the FDI below the threshold limit (A€), this is shown
in Eq. (23). Eq. (25) represents total change in the demand
values should be equal to zero. The injected false data can
cause overloading level greater than a given threshold
value(i.e.), which can be ensured by constraint in Eq. (26).
Eq. (27) puts constraint on the amount of traded power in DA
should be equal to RT markets. Eq. (24) ensures the injected
false data follows KCL for power flows at a node. Egs. (28)
and (29) represents the lower level market clearing problem
discussed in the section II. The main aim behind considering
the market clearing problem is to mislead the process and
remain undetected by the ISO. Due to this the attacker’s
decision-making problem turn in to bi-level optimization
problem. In the next section, [22-23] using KKT conditions
and strong duality constraints, the set of equations in the
lower level problem can be turned in to MILP problem.
Therefore, the above bi-level problem is turned in to single
level MILP problem.

A. Bi-level to Single level MILP conversion

In simplifying bi-level optimization problem, Karush-
Kuhn-Tucker optimality conditions for multivariable
inequality constrained optimization technique is used. The
lower level problem is a convex optimization problem on its
decision variables [22]. Therefore, the market clearing
problem of both DA and RT markets can be replaced by the
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KKT optimality conditions. Moreover, the complementary
slackness can be linearized using big M-method. This
procedure is clearly explained in [23,24].

The KKT optimality conditions of the lower level market
clearing problem is as follows

Cie — Ae + U™ — ufp™ + Z Su(OF* —of™) =0 (30)
€y,

—Bi¢ + A + Y —y " — Zleﬂnsli(ﬁglax - 19{;””) =0 (3D

Cie — Ae + AP™ — AP + Z Su (I —9pm) = 0 (32)
leCl
—Bj + A + PP — g — Z Su(dpex =) =0 (33)
lecl_

0 < P _p, < M(1—Uy) (34)
0 < AP’ — AP, < M(1—Uy) (35)
0 < pir™ < N(Us) (36)
0 < @™ < N(Usr) (37
0 < DJ%* — Dy < M(1—Up,) (38)
0 < ADJi™* — AD; < M(1 —Uy,) (39)
0<vyjt < NUjt) (40)
0 <7 <NUj) (41)
0 <Py — P < M(1—Uy) (42)
0 < APy — APIY < M(1—Uy) (43)
0 < U™ < N(Uye) (44)
0 <A™ < N(Uy) (45)
0 < Dj, — DJp™ < M(1 - Uy,) (46)
0 < ADj; — ADJ'™ < M(1 — Uj,) (47)
0<vyj n < NUj) (48)
0<7j n < NUj) (49)
0 < F'% —F, <M -Uy) (50)
0 < 9P < N(Uy) (51)
0<Fp—F™ < M(1-Uy) (2)
0 <9 < N(Uy) (53)
0 <9I < M(1-Uy) (54)
On g 2q
—M(1-U,) < Z S, ZAPit - Z AD, |<0 (59
i=1,lECly i=1 j=1
0<JIPm < M(1—Uy) (56)
02y 24 024
0 > syl D A= D AD | <MA-U  (7)
i=1,leCl_ i=1 j=1
0 < 9% <MUp) (58)
~M(Uy) < AZpy + AFy + Fpp — %% < 0 (59)

Where Uy, Ui, Uy € {0,1}; (Y i,j € Q,, Q45 VIEQ), M
and N are large positive integer values. Equalities from Eq.
(30) to Eq. (33) are obtained by taking derivatives of the

Lagrange function of the lower level problem with respect to
the decision variables and are defined over Vi€ (,.
Constraints from Eq. (34) to Eq. (54) are the linearized
complementary constraints regarding inequalities in the Eqs.
(3)-(5) and Eq. (9)-(10). Egs. (55) to (59) are the attacker’s
constraints. If the attacker wants to attack any meter, then the
faked eqs. (58) and (59) are injected into the problem as
explained in [17]. The attacker’s objective function i.e. Eq.
(21) is a non-linear function. [22] Using Eqgs. (30) to (33), we
linearize the Eq. (21). Therefore, the resultant single level
MILP problem is as follows.

Obj: max Profit
)] APreAD). fitaee
= CiePy-HUJ ™ PP — pfiimpjpin
—=BiDie +vit D —vir " Dit™ (60)

+CiePye + [ AP — [ AP
~BieADye + 7i ““ADE™ — 7 " ADR™
upper level constraints Eq.(22) — Eq. (27)
S.t KKT optimality constraints Eq.(30) — Eq.(54) (61)
attacks own constraints Eq.(55) — Eq.(59)

V. SIMULATION RESULTS

The proposed methodology is implemented on PJM-5 bus
system to empirically investigate the impact of financially
motivated FDI attacks. The relevant data is taken from the
MATPOWER packages.

G- (840/ MWh)

G- ($20/ MWh) (0,200 MW)
(0,600 MW) Le(192 MW) @
[ ] |
Bus-5 Bus-4 V
z _ D;- ($20/ MWh)
i z (300,500 MW)
g 2
< 8
G,- ($14/ MWh - T
'(és;w MW) ) - G,- (S30/ MWh)
’ (0,520 MW)
@ L4-(192 MW) r\/
: L,-(320 MW)
Bus-1 Bus-2 % BusE
G,- (515 MWh) D,- ($12/ MWh) D,- (526/ MWh)
(0,170 MW) (250,350 MW) (250,350 MW)

Fig. 1. PJM-5 Bus system.

As shown in Fig. 1, the PJM-5 bus system consists of 5
generation meters, 3 load meters, and 6 branch flow
meters. As Power system is usually a vast network, operates
with different zones, and will have different communication
lines to send data to the system operator, it is difficult for an
attacker to attack the entire system. For any FDI attack,
the attacker needs to estimate network parameters including
transmission line parameters and thermal limits. The results
for six different scenarios in which attack on five-line flow
meters are illustrated in Fig.2 and Fig.3. In each case the
attacker can compromise two meters, the attacker has the
provision of attacking more meters but in the present case, the
attacker is limited to attack two meters. Load forecast error is
small, the injected fake data at the loads are limited to 7 =
0.05, and change in line flow limits is set to 0 = 0.5. The
large positive values M and N are set to 5x 10* and
1 x 10* respectively. The proposed financially motivated
FDI attacks are implemented in GAMS software using
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CLPEX solver on a PC with an Intel i5 3.6GHZ CPU and 8-
GB RAM.

A. Financial investigation of the attack on meters (RTU’s):

In this section, change in LMPs during different attack
scenarios is demonstrated, there are 6 potential line flow
meters and all the meters can be compromised. Under no
attack condition. Line-6 is congested between buses 4 and 5.
The participant(attacker) in the market buy power from cheap
generating stations in the DA market and sell it for higher
prices in the RT market. For example, a market
participant(attacker) wants to make profits, buys 24MW of
power at 31.61 ($/ MW h) from generating plant-5 at bus-5
in the DA market and sells the same amount of power at
different bus numbers wherever LMP is high. It is assumed
that the participant (attacker) sells the power at bus-1 at 49($/
MWh). The total profit gained by the attacker is
24MW (49 —31.61) $/MWh = 417.39$/hr. So, behind
any attack made by the attacker, there is financial motivation.
In order to successfully launch finically motivated FDIs the
attacker need to change the congestion pattern in the system.
This can be achieved by compromised power flow meters.
Therefore, for any attack in a time period, the attacker needs
to run the optimization problem in Egs. (60) — (61).
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Fig. 2. Electricity Market prices (LMPs) in DA market with and without
attack at individual bus number for 6 scenarios (L4-L1, L4-L5 are super
imposed with L4-L6)
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Fig. 3. Electricity Market prices (LMPs) in RT market with and without
attack at individual bus number

In the first case the attacker compromise line-4 and line-1
meters. As a result, the congested line-6 between bus 4 and 5
is relived and there is no congestion in the system. This leads
to the same LMPs at every bus. Similarly, in another
case when the attacker tries to compromise line-4 and line-3

meters, it is observed that line-6 is again congested, as a
result, there will be different LMP’s at each bus as shown in
Fig.2. Hence during this attack, the attacker buys power in
DAM and sells in RTM. Power flow meter values with and
without attack are presented in Table-11. Based on the LMP’s
in the DA market the attacker decides to buy/sell the power
in the RT. In most cases, the attacker tries to remove
congestion in the DA market, in order to mitigate the risk of
getting financial loss. From Fig. 3 it can be observed that
under the attack by compromising line-4 and line-1 meters,
the attacker will obtain loss as the difference between DA and
RT market prices is negative. During this period the attacker
tries to sell his power at bus-4 in the RT market as LMPs are
the same in both markets. Here the attacker is out of risk from
financial losses.

When the attacker tries to compromise line-4 and line-
2 meters in the DA market, the LMPs at each bus are same
but higher compared to the other. In this case, the attacker
compromised the meters such that the generator-4 which is
costly compared to the other generators are made to
dispatch. Consequently, in the RT market during the same
attack, the LMP’s at each bus are higher compared to the
other cases. This provides proof for the best-attacking
strategy. Also, it can be observed that the attacker needs to
compromise line-4 meter for every attack in order to obtain
optimal attack vector and from Fig. 2 and Fig. 3 it can be
observed that change in LMP’s at bus-4 in both DA and RT
market is very less compared to the other variations in the
LMP’s. This provides a chance for the attacker to avoid the
risk of getting financial loss.

6 1 Variations in generating values
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Fig. 4. Electricity generation under attack and no attack conditions (base
value = 100MW)
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Fig. 5. Electricity Demand values under attack and no attack condition
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The generation and demand variations in the DA market
are depicted by Figs.4, 5 respectively. The generation at bus-
1 under no-attack and attacking conditions are the same. But,
under the attack conditions, the generation at bus-3 and bus-
5 are varied. This reveals that the generating meters at bus-3
and bus-5 are more vulnerable compared to the meters at bus-
1 and bus-4. This shows that the attacker prefers to buy/sell
power at these buses more often compared to other meters to
gain financial benefits.

TABLE II. POWER FLOW METERS (MW) UNDER ATTACK AND NO ATTACK
CONDITIONS
Catt Ly L, L; L4 Ls Le
No
222.8 | 15271 | -165.60 | -27.107 | -44.714 | -192.00
Attack
LsL,y 85 124.25 0 -164.25 | 105.74 | -127.14
LsL, | 73.32 96.23 40.44 -176.67 93.32 -89.73
Ls-Ls 192 15795 | -140.76 | -57.18 0 -192
LsLs | 9244 | 11755 0 -157.55 90.11 -120.28
Ls-Le 85 124.25 0 -164.25 | 105.74 | -127.14

The demand variations at bus-2 and bus-3 are seen
for both attacking conditions. So, the attacker may prefer to
buy at these buses. But the change in the demands is observed
at bus 4, here the attacker tries to buy the power at this bus. It
has transpired from the above scenarios that the attacker will
be interested to compromise the flow meters of line-3, line-5,
and line-6 along line-4. All these lines form node at bus 4.
Hence bus-4 is more vulnerable to the attack. Compromising
the above meters in the specified combination will result in
financial profits in each case. The presented model can be
extended to attack more than two meters. This increases the
change in error in Eq. (23). As a result, the probability of
launching a stealthy attack may be reduced.

VI. CONCLUSION

In this paper, model of cyber-attack to the electricity
markets considering PJM- 5-bus system has been formulated
and investigated with manipulation of RTU’s data as a MILP
problem. The attacker has been considered as a virtual bidder
in the market, and the attacker’s objective of profit
maximization has been realized considering ISO market-
clearing problems in DA as well as RT markets. The
simulation results have explicitly revealed the dependency of
market prices on state variables and false data and exposed
the weak points in the system (as in the above results line flow
meter. It has transpired that the attacker leads the market-
clearing problem to gain consistent financial benefits. This
provides the system operator to improve the security at
vulnerable points. However, appropriate mitigation
strategies along with the study on the sensitivity of state
estimation will be taken up as future work.
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Abstract— Utilities are looking for cost-effective solutions to
improve the grid's power quality and stability. Applications
of FACTS devices provide a popular and proven solution to
reactive power compensation, mitigating grid instability,
improving power quality and voltage stability. Amongst a
plethora of FACTS devices, shunt controllers are the most
sought-after power controllers in which the power
electronics-based Static Synchronous Compensators or
STATCOM is the popular state-of-the-art technology. The
increasing penetration of distributed RE (DRE) based
electricity generation plays a crucial role in supplying power
to loads in remote areas, especially where the main grid
system is inaccessible. Such areas are frequently suffering the
problems of reliable power supply, power quality, and voltage
instability. The Utilization of smart inverters based on
dynamic reactive power compensation by Distributed-
STATCOM (D-STATCOM) has enabled to qualitatively
improve the end-user requirements in the electricity
distribution system. The design and behavior of a simple filter
assisted D-STATCOM for reactive power compensation
during variation of inductive loads is the topic of this paper.
A cost-effective +200kVAr D-STATCOM armed with a novel
output filter and improved PI controller employing the pulse
width modulated (PWM) technique to IGBT based Voltage
Source Converter is proposed to compensate reactive power
requirement of loads and to improve transient and dynamic
stability, limiting harmonic distortion within standard IEEE-
519 limits. The proposed STATCOM design is simulated in
Simulink/MATLAB, which confirms its satisfying dynamic
reactive power compensation capabilities and low level of
harmonic distortion.

Keywords—FACTS, D-STATCOM, VSC, PI, reactive power
compensation, PWM, DRE, TDD

[. INTRODUCTION

The majority of transmission networks today are AC
networks, and some main characteristics of ideal AC grid
networks include nominal system voltage, unity power
factor, and smooth sinusoids of voltage and current[1].
Spikes, harmonics, notches, noise, voltage sags or
swelling and flickers are the main power quality

problems that are borne because of rush load, fast
switching, lighting, etc. which in turn lead to
perturbations in the AC grid. Therefore there is a
profound necessity for power flow control in power
systems[2]—[4].

FACTS controllers maintain voltage profile through
reactive power compensation which leads to voltage
regulation. The need for more transmission lines is
minimized to exchange power economically and reliably
in neighboring utilities [1]-[5]. The primary objectives in
distribution are voltage regulation for loads and power
quality [7], [8].

STATCOM is an active and very fast acting shunt
controller similar to a controllable reactive current
source; its reactive current will rapidly follow changes in
the load reactive current and automatically compensate
the reactive power required by the grid system, meeting
specific grid harmonic requirements.[1], [3], [8], [10].
Due to its DC-link capacitor, real power can be
exchanged with the AC system by switching power
converters with the support of an adequate DC power
source. During a power outage, the STATCOM reacts
rapidly by surging output that improves the real power
transmitted to the consumer thus minimizing the post-
fault effects. On fault clearance, reactive loads come
back online and cause voltage sag which it responds
rapidly by supplying the necessary reactive power to
boost voltage and prevent under-voltage conditions.
With STATCOM systems, grid operators gain fast
accurate control of the reactive power all with minimal
infrastructure investment and low environmental
impact[8].The use of VSC opens the avenue for
multilevel topologies, and increasing pulse order
improves its features [11], [13]. For effective power
controllability, near to the ideal fundamental frequency
voltage is obtained by low pass filtering. It allows to
manage both  reactive and active  power
independently[13].

978-1-7281-8402-9/21/$31.00 ©2021 IEEE



II. ARCHITECTURE AND OPERATING PRINCIPLE OF STATCOM

The STATCOMS are utilized both in power transmission

and distribution grids and categorized into T-STATCOMS
and D-STATCOMS respectively. The D-STATCOM is
rated up to SMVAr [8], [10] and IGBTs are the matured
technology being operated at PWM mode.
Generally, in a STATCOM as shown in Fig 2.1; Voltage
Source Converter, DC-link capacitor, filter, and coupling
transformer are the main components. As indicated in the
single line diagram. STATCOM is connected as a shunt
controller to a transmission system, where Vs is the voltage
produced by a three-phase power supply, V; is the voltage
of the bus connected as an interface between STATCOM,
Source and Load where Vg, is the voltage generated by
(STATCOM) generating as current g, flowing through
reactance X; to supply or absorb reactive power as per Eq
(2.1). The three voltage and current phasors are shown in
Eq (2.2). The active power and reactive power to be
generated by the compensator are
defined in Eq (2.3) and Eq (2.4); the reactive power
generated shall be meeting the load demand and active
power should be almost zero (neglecting losses due to
switching)[2], [3], [14].

_ Vsp- Vi

Ish - X, (21)

[V Vasn] s

V="1Vsls Vs = |Vosn|; Lsn = |Lsno (2.2)

Vc VcSh [Shc

Py, = -V Vs, - sin(0- Og,) /X, (2.3)

Qg =V Vs * cos(0- Ogy) - V) /X, (2.4)

= = 5 dl

V- V= Replsy + Ly Tsth (2.5)
dls,

Va- Vsia= Rsp * Lspat Lgp th -Lg o Igy, (2.6)
dI.

Vi~ Vs g= Rsi * Lsp g+ Ly %- Ly o Igq 2.7

The STATCOM design is based on controlling the power
compensation ability of STATCOM by controlling the d-
axis voltages and g-axis voltages [14] as depicted in Eq (2.6)
and Eq (2.7).
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Fig. 2.1. Single line diagram of STATCOM in the transmission system
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The STATCOM’s V-I characteristics as shown in Fig 2.2
elucidates the degrees of compensation independence (in
capacitive and inductive mode); which primarily depends on
the AC-system voltage and the converter voltage. Over the
rated maximum capacitive or inductive range, it can regulate
its output current. Since it is capable of delivering a reactive
current regardless of the network voltage, it can provide the
highest inductive or capacitive current even at low voltage

during sudden voltage collapse. The permissible converter’s
switches junction temperature regulates the device's
transient rating in the inductive and area [1], [8], [14].

TERMINAL VOLTAGE (V) y ——

IC ICmax 0 leax IL

CAPACITIVE REGION «———» INDUCTIVE REGION

Fig. 2.2. V-I characteristics of STATCOM

The converter switches provide an interface for directly
connecting the AC-output circuit to the DC-input circuit,
thereby equalizing their net instantaneous power. The
converter generates a circulating reactive-power that is
exchanged among the phases. The power exchange occurs
between the converter and systems’ AC-terminals by
utilizing the reactive power absorbed /or supplied by the
capacitor[2], [3], [15].The DC capacitor not only provides
circulating current paths but also provides a stiff voltage
source. [2], [8]. The voltage difference between the voltage
bus and the STATCOM determines reactive power
exchange. The capacitor voltage is varied in order to
change the amplitude of the output voltages as per the basic
principles of STATCOM operation [2]. Thus, the
magnitude and phase angle of the output voltage can be
regulated.

PWM switching applied on IGBT converters can reduce
harmonics. The output voltage can be regulated by varying
voltage pulse width. The modulation frequency pushes the
resulting harmonic content into the kHz range thereby
making filter construction cost-effective. PWM can
prevent fault current from entering the VSCs during
transient conditions triggered by line faults. Therefore, the
STATCOM can withstand AC transients without being
blocked [5], [13].The fast switching action by supplying
appropriate PWM gate signals and switching off through
zero or negative gate signals makes IGBT easy to control
and therefore used in D-STATCOMS [5], [8], [14]. The
PWM signals fed into the convertor are generated by the
control circuit which is driven by error signals which are
controlled using PI controllers [17].

Fuzzy logic controllers (FLC) in combination with
conventional PI-controllers are also used in STATCOM to
obtain improved performance of the compensator. Such
FLC does not require any mathematical formulation and is
formulated based on rule based algorithm, linguistic
variable and inference system guided by a set of
membership functions [2], [18].

Among the various control strategies adopted in
STATCOM [8], the indirect current control theory (using
instantaneous PQ theory) is chosen as the base algorithm



to design the control circuit for D-STATCOM which
involves direct-axis and quadrature-axis load current and
voltage values for generating error signals under Phase
Locked Loop control. The PLL is used for tracking the line
frequency based on the PI controller and the Park’s
transformation. The stationary reference frame is used to
obtain an accurate synchronization to the grid [5], [15].

III. DESIGN

IGBT is a combination of MOSFET topology with an
insulated gate leading high voltage and current carrying
capability. It is a majority carrier device which turns on by
applying a positive base voltage to the channel. They are
commutated by anti-parallel diodes, a bilayer fabrication of
p-type and n-type semiconductors. It is a bi-terminal device
that allows unidirectional current flow and blocks reverse
currents. These are primarily used to rectify alternating
current, suppress voltage spikes and have fast operation.
Voltage ratings range from 50V-5kV and current ratings
range from 1 A to 3500A [1]

The block model of the proposed filter assisted 6-pulse
PWM VSC IGBT based +200kVAr D-STATCOM design
using indirect current control technique is presented in Fig.
3.1. The corresponding SIMULINK model for operating the
device at grid frequency of 50 Hz is shown in Fig 3.2. The
circuit design is comprising of four sections as depicted
below.

1.  Power Circuit:

This circuit consists of a 415V three phase AC supply
connected with variable R-L load at the voltage bus which is
connected to the STATCOM shunted by the LCL filter.
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Fig. 3.1. D-STATCOM diagram using Indirect Current Control technique

a. Capacitor Design:

The capacitor voltage rating (Vq.) is calculated on the basis
of maximum DC-bus voltage and PWM switching strategy
to ensure low ripple currents using the following equations.

2.V N2

Voe == 3.
kVArx10°

Trygs = (3.2)

V3xvy

= _Trms
C=0.6124 XfSWxAVF 3.3)

where, Vi (supply line voltage) =415V, m=modulation index
(84.7%), V4c=800V, AV = ripple voltage (1%)

Using Eq (3.2), the rms current is calculated as 278 A for the
proposed 200kV Ar rated D-STATCOM.

Considering the safety margin, 1000V is chosen as the
voltage rating of the DC bus. Using Eq. (3.3), where AV =
ripple voltage= 1% of 800V=8V and f = 10kHz (PWM
switching frequency), and capacitor rating= 2130pF. Two
4260pF, 500V  capacitors being readily available are
considered in series [15].

b. LCL Filter Design:

The designing a low pass filter as LCL filter filters out high
frequency harmonics, assuming current fluctuation of 8.5%
on account of very low ripples produced by the D-
STATCOM and a base capacitance (Cy) of 2000 uF. The
design parameters are worked out by using the following
equations:

Imax = Irms‘\/? (33)

Al =85% - 1, (3.4)
_ Vpc

L= (3.5)

G=0.05-C, (3.6)

As per the calculation Lnx=393.15A; Al},,,= 33.418A; With
these values, inductance connected to the converter (L; =500
micro henry) and filter capacitance (C; = 100 pF) are
calculated.

L+1L
Ores = |G 3.7)
IOfg <fro <05f (3.8)
The value of L, (inductor connected to voltage bus) is
calculated to be 272uF wusing Eq 3.7 and frequency
limitations as presented in Eq 3.8 [19].

f _ Ores |
res o
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Fig. 3.2 Simulink model of 6- pulse STATCOM

2. Transformation block:

This transformation block shown in Fig. 3.2 receives
voltage and current values of AC supply and load, and using
the synchronous frequency generated by the PL loop, it
produces instantaneous quadrature and direct axis voltages
and currents based on the Park’s and Clarke’s transformation.

3. Control Circuit:

The control circuit is designed based on an indirect current
control approach and instantancous PQ theory principle.
Revised d-axis and g-axis voltages are calculated using two
controller circuits viz. direct and quadrature axis voltage
controllers as shown in Fig.3.3 and Fig.3.4. The voltage
controller compares the instantaneous voltage of the DC —
link capacitor with a reference value set at 800V. The error is
amplified by a tuned PI controller which is then fed into the
(ID) direct axis current controller and compared with source
and load ID current; this error is amplified by PI block and
further undergoes signal conditioning to produce revised d-
axis voltage. The current measurement block compares the
instantaneous g-axis current with the reference load g-axis
current which is modified and amplified to generate the

revised g- axis voltage.

»@

D-AXIS
é CURRENT
IL CONTROLLER

VOLTAGE D-axis vahage
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Fig.3.4. Q-axis voltage controller circuit design

4. Pulse Width Modulation Block:

The ‘sine-triangle' method, in which a triangle waveform is
superimposed on reference three-phase sinusoidal
waveforms, is used. The switches are triggered once the
carrier triangle waveform crosses the reference sinusoidal
waveform, this block uses the revised d-q voltages to
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produce the revised 3- phase reference voltages which are
used to generate PWM gate pulses fed to the IGBT switches
of D-STATCOM [5].

IV. RESULT AND DISCUSSION

Fig.4.1 exhibits the quantum of reactive power
compensation provided by the proposed D-STATCOM
corresponding to R-L loads of 200kW, 300 kW and 400kW
with its power factors ranging from 0.9 to 0.95.
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Fig. 4.1. Reactive power compensation at various R-L loads

It is noted that the D-STATCOM compensates effectively the
load reactive power requirement at different load power
factors and the quantum of compensation is given in Table-
11

Fig 4.2 explains the TDD characteristics at various R-L loads

and it is observed that the system design fairly eliminates
current harmonics at high loads and low power factors with
TDD values ranging within acceptable level [20] from 2.99%
to 4.6%.
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Fig.4.2. Current THD at various R- L loads



The harmonics reduction happens to be due to the LCL filter
which enables to reduce the dominant 5" and 7" harmonics
as shown in Fig 4.3. The TDD is 2.99% at 400kW (0.9 pf)
whereas without the filter, TDD surges to 115.71% . The LCL
therefore reduces TDD by approximately 97.4%. The
reduction in 5™ and 7" order harmonics are mentioned in
Table-III at various loads .

i (B0Hz) = 3301 , THD= 2.59%
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Fig. 4.3. TDD of inverter current using LCL filter
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Fig 4.5 is the three-phase voltage waveform of supply voltage
which attains a peak value at 338V. Fig 4.6 explains the three
phase current waveforms which attains peak value of 800A
and is nearly in phase with supply voltage.
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Fig. 4.7. Three phase converter current waveform(Z;,,)
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The converter current waveform shown in Fig 4.7 attains
steady state at approximately 0.27s with steady state value of
390A. From Fig 4.8, it is observed the proposed D-
STATCOM operates at 0.9 pf; 7,,, lags I;,,; by a very small
margin as observed at time intervals 0.2s and 0.25s.

The DC voltage waveform shown in Fig 4.9 attains an
overshoot of 1620V at 12ms and settles at approximately
0.23s at 800V. The ripple factor of this waveform is [(804-
796)/800] *100 = 1%.
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Fig4.9. DC Voltage waveform (V)

Fig 4.10 displays exclusively the three-phase voltage
waveform of the 6-pulse IGBT-VSC based D-STATCOM
operating at switching frequency of 10kHz. The gate signals
are generated from Sinusoidal Pulse Signal Generator, and
the voltage waveform settles at approximately 0.23s at 521V.
Due to almost negligible reactance between converter and
the source, the waveform is nearly in phase with the supply
voltage.
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The active (P) and reactive (Q) power components in
respect of d- axis and g-axis voltage and current are defined
by the following equations:

P=
Q:

3
E(led + Vqlq)
3
E(Vq[d - Vd[q)

(4.1)
(4.2)

Fig 4.11 shows the d-axis current component which is
approximately zero at steady state. The g-axis current
waveforms as depicted in Fig 4.12, attains steady state value
of 400A at 0.21s. The d-axis voltage waveform attains a
steady state value of -338V in 2.5ms as indicated in Fig 4.13
(since the load is inductive and D-STATCOM shall be
supplying reactive power). The g-axis voltage waveform
settles to zero in 3ms as displayed in Fig 4.14 indicating
thereby the fast response of the circuit to attain steady state
in about one cycle (20ms) [15].
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TABLE L. DESIGN PARAMETERS OF A STATCOM
DEVICE PARAMETERS VALUES
Source volatge 415V
Configuration Y type
Source resistance 1uQ
SOURCE Source inductance 1 uH
Phase angle 0 degrees
System frequency 50 Hz
Power switch 1mQ
internal resistance
Snubber resistance 1MQ
CONVERTER | Switching frequency 10kHz
Capacitor rating Two 4260pF in
series
Capacitor resistance 1ImQ
L, 500 pH
L, 272 uH
FILTER c 100 uF
frss(HZ) IZOOHZ
DC VOLTAGE (5,200)
CONTROLLER
(Kp,Ky)
L R
Coggi&lém CONTROLLER
(Kp,Kp)
INPUT Q-AXIS (25,500)
CURRENT
CONTROLLER
(Kr.Ky)
TABLE IL TABULAR PRESENTATION OF SIMULATION RESULTS
LOAD POWER | Q PERCENTAGE CURRENT
DEMAND | FACTOR | SUPPLIED | COMPENSATION TDD
(kW) ®hH | BY (%) (%)
STATCOM
(kVAR)
0.90 95.83 98.932 3.33%
200kW 0.92 85.02 99.788 3.71%
0.95 65.70 99.944 4.64%
0.90 142.80 98.280 3.05%
300kW 0.92 126.39 98.897 3.34%
0.95 97.59 98.971 3.73%
0.90 187.79 96.934 2.99%
400kW 0.92 167.40 98.240 3.13%
0.95 129.40 98.422 3.22%
TABLE III. TABULAR PRESENTATION OF HARMONICS WITH AND
WITHOUT LCL FILTER AT VARIOUS LOADS
LOAD POWE | WITH LCL FILTER WITHOUT LCL FILTER
(kW) R TDD st 7t TDD st 7™
FACT Harm | Harm Harm | Harm.
OR
(p.f)
200kW | 0.9 3.33% | 0.07% | 0.145 164.55 | 21% 11%
% %
0.95 4.64% | 0.4% 0.25% | 169.68 | 22% 12%
300kW | 0.9 3.05% | 0.8% 0.5% 131.33 15% 7%
0.95 3.73% | 1.5% 0.7% 135.63 16% 8%
400kW | 0.9 2.99% | 1.4% 0.55% | 115.71 11% 5%
%
0.95 3.22% | 1.8% 0.8% 119.86 12% 6%
%

V. CONCLUSION

This paper has provided a simple approach to design and
modeling of + 200 kVAr D-Stacom using 6-pulse IGBT
based VSC triggered with 10kHz PWM gate signals, and use
of a low pass LCL filter. The device has been simulated in

MATLAB/Simulink  platform for reactive power



compensation to the varying inductive loads. The results
validate the fast response of the compensator for load reactive
power balancing in electrical network. With the proposed
design of the LCL filter and the compensator, the current
TDD level has also been maintained as stipulated in IEEE-
519 standards [20]. A prototype development of the proposed
model can be undertaken and tested for validation as next
phase of work. Further scope of improvement in the
performance of STATCOM can be studied and modeled
through multi-staging converter topologies and self-adaptive
controllers like Al controller for versatile applications in
transmission and distribution networks.
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Abstract—Forest Fire is one of the most frequent types of
natural disasters. It represents a significant danger to not
only the environment but to human existence as well.
Therefore, its early detection is of prime importance. The
scope of application of traditional fire detection systems
is restricted by a variety of factors such as financial,
material resource, and trained labor constraints which
reduces its efficacy in fire detection. This paper deals with
counteracting the disadvantages associated with
traditional fire detection systems by employing a Zigbee-
based Wireless Sensor Network system that detects forest
fires and notifies the concerned authorities using GSM. It
consists of two main modules. First, the Transmitter-End
module, located in the forest area which records the real-
time temperature and gas value parameters using an
LM35 temperature sensor and an MQ-2 smoke sensor.
Since grid supply at the forest area is inaccessible a 12V,
5W photo-voltaic panel is used to power the transmitter-
end module. Second, the Receiver-End module which is
located at the control center. This system can monitor and
transmit the temperature and gas values to the control
center and send a text alert if the recorded value exceeds
the threshold value.
Keywords—Zigbee, GSM,
smoke, forest fire, WSN

fire detection, temperature,

I. INTRODUCTION
Fire is a natural phenomenon that has proved to be crucial for
the survival of mankind. Man has relied on it for centuries for
their everyday tasks and utilized it as a source of fuel for
cooking, heating, and light. However uncontrolled fire can
pose a major threat to human existence and property, in the
form of forest fires, household fire accidents, etc. Globally, 9
million fire incidents and 1.2 lakh mortalities were recorded

rekhaminal9@gmail.com

rshahacno@yahoo.com

according to a 195-nation analysis by Global Disease
Burden, and out of these incidents, India recorded 1.6 million
fires and 27,027 mortalities, making every 5" fire-related
death in the world occurring in India [1].

Therefore, it is essential to have a fire detection system that
can detect fires and alert the concerned authorities. A fire
detection system provides an early warning signal for a fire
outbreak after detecting a fire. At present patrolling,
surveillance, observation from watchtowers, and satellite
monitoring serve as prevention methods used for the
detection of forest fires [2]. Patrolling and observation via
watchtowers is easy and viable but multiple limitations are
associated with it due to financial, material resource, and
trained labour constraints. Similarly, satellite monitoring has
restricted application due to its long scanning cycles, high
cost, and poor resolutions [3]. To equilibrate these limitations
associated with traditional forest fire monitoring systems, a
Zighee-based WSN (Wireless Sensor Network) system has
been proposed. Zigbee is a Jlow-power, low-cost
specification used for wireless communication [4]. This
system can monitor and transmit real-time temperature and
gas values to the monitoring centre and send an alert if the
recorded value exceeds the threshold value [5]. The proposed
system uses an LM35 Temperature sensor and an MQ-2
smoke sensor to monitor the real-time temperature and gas
value parameters. GSM and Zigbhee are used for wireless
communication between the transmitter-end module and the
receiver-end module.

|I. LITERATURE SURVEY

Innumerable solutions are proposed and applied for solving
the problems associated with forest fires. The most usual
systems utilized in the field work are video surveillance
structures. Video cameras are sensitive to smoke and are most
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effective in the daytime [2]. Fire-sensitive cameras in the
dark, the usage of IR thermal imaging cameras for warmth
flux detection, and the usage of backscattering of laser light
are used to locate the smoke particles. This fire alert gadget
has a few limitations due to environmental situations like dirt
particles, mist, and shadows [3]. Another technique is a
computerized photo capturing of fires in the woodland.
Capturing is often finished through the cameras which can be
located on top of towers. [4] Proposed a system where a
coverage view of the forest was offered, and then the captured
photos are processed by the usage of a program or MATLAB
simulation and matched with references taken at starting
stage. This alert gadget has a predicament of fake warning
rates and visible cameras mounted on watchtowers are of
excessive cost. Another technique of fire detection is through
the usage of a satellite. The base station collects the data
despatched through the satellite and runs an algorithm to
acknowledge the facts. An Advanced Very High-Resolution
Radiometer (AVHRR) is used to detect the presence of Hot
Spots after the raw data from the satellite(s) is processed. This
system is greatly affected by the presence of clouds [2].

[5] proposed, a forest fire closed-circuit through the usage of
a Wi-Fi sensor network. WSN detects humidity and the
software analyses the accumulated information. In this
methodology, there are a few losses of data throughout the
communication. According to the paper published by J.
Zhang, W. Li, N. Han, and J. Kan, a proposal for a fire
detection approach that's primarily based on effective device
knowledge and deep knowledge of algorithms was
introduced [6]. Both sensor data, as well as image data
records, were used for forest fire prevention. [7] proposed an
implementation technique of intelligent smoke alarm
devices, such as sensor network, classification algorithm, and
visible interface. Then, the trouble of low precision of
conventional smoke alarms is evident. The experimental
consequences display that, based on the proposed intelligent
smoke alarm device, the air conditions and the chance of fake
alarms may be reduced. In the future, they can try and
discover extra varieties of smog withinside the equal sensor
device.

Il. ZIGBEE

ZigBee is an IEEE 802.15.4 based, low-power, low-
information rate supporting remote systems administration
standard that is essentially utilized in two-path
correspondences between sensors and control framework [8].
A modest survey on this technology[8-23] has been carried
out in the context of the propose research work. Briefly, it has
a short correspondence range of 10 to 100 meters similar to
Wi-Fi and Bluetooth. ZigBee Technology upholds the
movement of basic information, unlike Wi-Fi and Bluetooth
which supports the exchange of complex construction like
media, programming, and so forth. It upholds a low
information pace of around 250 kbps [9]. The working
frequencies for the Zigbee protocol are 868 MHz, 915 MHz,
and 2.4 GHz. This technology is utilized principally for
applications that require low force, ease, and low
information rate. This network protocol observes IEEE
802.15.4 norms for Physical (PHY) and Medium Access
Control (MAC) layers, alongside its Network (NWK) and
Application (APL) layers (Fig.1) [10].
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Fig. 1 Zigbee architecture
Each layer is having the functionalities as explained below:

1. Physical layer: It is the most minimal convention layer,
which is answerable for managing and actuating the radio -
handset, and furthermore for choosing and checking the
channel recurrence [11]. It is likewise answerable to radio
gadgets for correspondence. Correspondence of information
or orders is finished by utilizing Packets. Each PHY Packet
comprises a Synchronization Header (SHR) (responsible for
receiver  synchronization), Physical Header (PHR)
(accommodates data about Frame length), and PHY payload
(given by upper layers as a casing and incorporates
information or order).

2. Medium Access Control or MAC Layer: It goes about
as an interface between the Physical Layer and the Network
layers. It is answerable for the age of Beacons and the
synchronization of gadgets in the Beacon-empowered
organization [12]. A MAC frame can be a Beacon Frame
(utilized by the Coordinator to send Beacons), Data Frame,
Acknowledge Frame, or Command Frame. It comprises a
MAC Header (accommodates data regarding security and),
Variable-length size MAC Payload (contains information or
order), and a MAC Footer (accommodates 16-digit Frame
check arrangement for information confirmation) [10].

3. Network Layer: This layer associates the Application
layer with the MAC layer. It deals with network
development and routing. It sets up another network and
chooses the network topology. The NWK frame comprises
the NWK Header and NWK Payload. The Header contains
data concerning network level control. The NWK Payload
contains the Application sublayer outline [13][14].

4. Application Support Sub Layer: It uses Application
Support Data Entity and Application Support Management
Entity to provide a bunch of services to the application and
network layers. This information is received via separate
Service Access Points (SAP) [15].

5. Application Layer: It is the highest layer in the network.
It is liable for facilitating the application objects that hold
client applications and ZigBee Device Objects (ZDOs). A
solitary ZigBee gadget can accommodate up to 240
application objects that controls and deals with the
convention layers [10]. Every application item can comprise
one application profile or program, created by the client or
the ZigBee collusion. The application profile is answerable



for the transmission and gathering of information in the
organization. The kind of gadgets and capacity of every
gadget is characterized in an application profile [13]. The
ZDOs go about as an interface amongst application objects,
gadget profiles, and the application sub-layer.

ZigBee is exceedingly better when compared to some other
advanced technologies like Bluetooth, Bluetooth LE, Wi-Fi,
and Home RF. Comparison based on different technical
aspects between Zigbee and these technologies[16-17] has
been given in Tablel.

Table. 1 Comparison of Zigbee with other technologies

Parameters | ZigBee | Bluetooth BLE Wi-Fi | Home RF
24GHz/
Frequency | 915MHz/
Band 865MHz | 2.4GHz 24GHz | 2.4GHz | 24GHz
Maximum
bit rate 250kb/s | Mb/s IMb/'s 1.6Mb/s
Power 36.9mW | 215mW 10mW 835mw 835mw
Coverage
Area 100
(m) (indoors) 10 10 50 50
Limited by
Network the
Nodes 65,000 80 application 50 127
Very Very
Complicity | Simple | Complex | Complex |Complex| Complex
IEEE IEEE IEEE [EEE IEEE
Standard 802.154 | 802.15.1 802.15.1 802.1 802.11
Channel
Bandwidth | 2MHz |MHz IMHz 22MHz 22MHz
Network |P2P,treest Point-to- | Point-to-
Topologies | arumesh | Scatternet | Star-bus hub hub

I1l. SYSTEM DEVELOPMENT

The proposed system consists of two modules: First is the
Transmitter-End module which is located at the forest area to
provide real-time temperature and gas value parameters
recorded by the sensors and, second is the Receiver-End
module which is located at the control center to monitor these
parameters [18]. The Transmitter-End module (Fig. 2 and 5)
is the primary unit of this system. It consists of an LM35
Temperature sensor and an MQ-2 smoke sensor to monitor
the environmental conditions at the site [3]. A 16x2 LCD is
used to display the recorded parameters. If the recorded
parameters exceed the threshold values, a text alert and
buzzer are used to alert the concerned authorities. Zigbee
transceiver and SIM 800 GSM module are connected to the
transmitter-end module to establish wireless communication
[15]. A 12V, 5W Photo-voltaic solar panel is used for
fulfilling the energy requirements as the transmitter-end
module is placed at the forest area where getting power
supply from the grid is difficult.

The Receiver-End module (Fig. 3 and 6) consists of a Zigbee
transceiver and a 16x2 LCD to display the parameters
recorded by the LM35 and MQ-2 sensors at the transmitter-
end. An ATmega328P microcontroller is used as the

processing unit for both transmitter-end and receiver-end
modules.
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[
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Fig. 2 Block diagram of Transmitter-End
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Fig. 3 Block diagram of Receiver-End
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Fig. 6 Crystal Oscillator

Figd and fig 5 shows the pin configuration of Zigbee and
Atmega 328P microcontroller respectively. The power
supply is connected to the pin no.20 of the microcontroller as
shown in fig 5. Fig 6show the crystal oscillator, the XTAL1
and XTAL2 of the crystal oscillator are connected to PB6 and
PB7 pins respectively. It acts as an external source to provide
the clock frequency.

As mentioned, the proposed system alerts the authorized user
using a text alert and buzzer if the temperature and gas values
recorded by the LM35 and MQ-2 sensors exceed the
threshold values. The threshold temperature value for the
temperature sensor is kept at >= 50°C and the concentration
range for the smoke sensor is from 200ppm to 10000ppm as
shown in Fig.7 .
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Fig. 7 System Flowchart

Based on the flow chart the programming has been done in
the microcontroller.

IV. SYSTEM DESIGN AND HARDWARE IMPLEMENTATION

There are three crucial stages involved in the proposed
Zigbee-based fire detection and alert system: Sensing,
Routing, and Communication. The MQ-2 smoke sensor and
LM35 temperature sensor are used for sensing the physical
change in the environment. The MQ-2 sensor device is
created from alumina and features a coating of tin dioxide
(Sn0O2) which is very sensitive toward flammable or
combustible gases [20]. If a flammable or combustible gas
exists, the sensor’s conductivity rises corresponding to the
rise in the concentration of combustible gases at the detection
site. This sensor has a very high sensitivity toward fuel,
methane, LPG, smoke, alcohol, carbon monoxide, and
hydrogen gas [21]. It is connected to the ADCO pin of the
microcontroller.

Table.2 List of major Hardware Equipments

Hardware Specifications
Solar Panel 12W,5V
Battery 12V,1.2Ah
Atmega328P 32k,8-bit ,28 pin

microcontroller

Crystal Oscillator 16MHz
ZigBee 2.4GHz
LM35 Temperature Range from —55°C to 150°C
Sensor

MQ2 Smoke Sensor 5V DC & draws
around800mW,Concentration

range from 200-10000ppm

GSM SIM 800
7805- Voltage Regulator Output regulated +5V
IN5408 Diode Current Capacity of 3A

Another key sensor present within the project is the
temperature sensor LM35, which is very sensitive and
responsive to temperature change (Fig. 5). This sensor
measures the temperature as an electrical output
corresponding to the temperature in degree Celsius (°C)[22].
This sensor supersedes other thermocouples as it generates a
high output voltage that need not be amplified. The output
voltage produced by LM35 is proportional to the temperature
in degree Celsius (°C) with a scale factor of 0.01V/ °C. It is
connected to the ADC1 pin of the microcontroller. These two
sensors help in the detection of fire by recording the
temperature value, gas value and transmitting the acquired
data via Zigbee [23]. The Zighee Module used in the project
is a ZigBee Series two Module that performs the function of
serial communication through a wireless medium. It is
connected to the PD6 and PD7 pins of the ATmega328P
microcontroller. The ATmega328P is an AVR architecture-
based 32K 8-bit microcontroller that executes multiple
instructions in a single clock cycle providing a throughput of
almost 20 MIPS at 20MHz. The ATmega328P comes in a
PDIP 28 pin package and is suitable for use on 28 pins AVR
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Development Board. It is used because of its low power
consumption and ease of availability. The XTAL1 and
XTAL2 of the crystal oscillator are connected to PB6 and
PB7 pins respectively. It acts as an external source to provide
the clock frequency. If the system detects a rise in
temperature or any gas leakage, it sends information to the
authorized user of this event through a Zigbee wireless
interface to the receiver-end module and a text alert to the
registered mobile number using SIM 800 GSM
module[9][14]. Global System for Mobile communication
(GSM) consists of transmission and reception pins. It accepts
a SIM card to perform functions like calling, sending or
receiving a message for communication over the network. It
is interfaced with the ATmega328P microcontroller through
the PD2 and PD3 pins. GSM module features an extensive
coverage and is extremely cost-effective,

This project utilizes solar energy for fulfilling the energy
requirements at the transmitter-end module which is located
in the forest area [19]. Since grid supply at the forest area is
inaccessible a 12V, 5W photo-voltaic panel is used to power

the module. This PV has Vmpp and Impp of 12V and

0.42A,and Voc and Isc of 14.4V and 0.46A respectively. A
12V, 1.2 Ah lead-acid battery is used so that the system runs
efficiently even when direct sunlight is unavailable. An
LM358 dual op-amp is used as a comparator for the voltage
divider circuit. It has a range of 3V-32V for a single power
supply and +1.5V to +16V for a dual power supply. To ensure
that the current flows only in one direction a 1N5408 Diode
is used in the circuit. It has a maximum current carrying
capacity of 3A. For all the components to work properly a
constant supply is required. Therefore, a voltage regulator is
used for a constant and continuous supply of voltage. By
using a 7805- voltage regulator, 5 V constant output voltage
is supplied which is connected to the pin 20(AVCC) of the
328P microcontroller.

;

|

l
»

Fig. 8Transmitter-End Module

Fig. 9 Receiver-End Module

V. RESULTS AND OBSERVATIONS

In our project we are using solar panel to provide supply to
the controlling unit at the forest side. Since in a forest the
electrical energy may be critical and sun is a big source of
energy during the day time. In a day time battery is charged
as well as it is used as a supply for controlling unit. . An
LM358 dual op-amp is used as a comparator for the voltage
divider circuit. It has a range of 3V-32V for a single power

supply and 1.5V to +16V for a dual power supply. To
ensure that the current flows only in one direction a 1N5408
Diode is used in the circuit. It has a maximum current
carrying capacity of 3A. For all the components to work
properly a constant supply is required. Therefore, a voltage
regulator is used for a constant and continuous supply of
voltage. By using a 7805- voltage regulator, 5 V constant
output voltage is supplied which is connected to the pin
20(AVCC) of the 328P microcontroller. The temperature and
smoke sensor are connected to the pin 24 and 23 of 328P
microcontroller respectively. The analog output voltage
provided by the sensor changes in proportional to the
concentration of smoke/gas(200-10000ppm) and similarly
the analog output voltage provided by the sensor is connected
to the range of temperature. If the system detects a rise in
temperature or any gas leakage, it sends information to the
authorized user of this event through a Zigbee wireless
interface to the receiver-end module and a text alert to the
registered mobile number using SIM 800 GSM module.

The wireless transmission of alert signals using Zigbee from
the transmitter-end module to the receiver-end module was
experimented with up to 50m. Since signal obstruction in the
forest area would be limited, the system is expected to work
efficiently for larger distances. There should be minimum
network coverage for GSM modules to work properly and
send an SMS. When a fire is detected at the transmitter-end
module, the buzzer rings, and LCD display’s a message as
shown in Fig. 10and Fig.11.
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Fig. 11 Rx LCD Display (fire alert)

Similarly, when a combustible gas is detected, a message is
displayed at the LCD at both the transmitter-end (Fig. 10) and
receiver-end modules (Fig. 11). Simultaneously a text alert
via SMS is sent to the registered mobile number (Fig. 14).

Fig. 12Transmitter-end x LCD Display (gas alert)

Fig. 13 Receiver-end LCD Display (gas alert)

This number configured as
USER

Fire Alert!

High Temperatures have been
detected!

Warning! Gas leakage detected!

Fig. 14Text alert messages.

VI. CONCLUSION

In this paper ,a new design and implementation of a solar
powered system for early detection of forest fire and its
monitoring with regard to temperature and smoke sensing has
been illustrated. The proposed system overcomes the
shortcomings of the traditional technologies used for this
purpose. Zigbee and GSM technologies are used for ensuring
reliable communication between the transmitter end and
receiver end networks. This system will be very useful where
grid supply is absent, because of the use of solar energy to

overcome the power supply requirements. The proposed
system has certain advantages in comparison to traditional
techniques such as high durability, low cost, high network
capacity, ease of installation and maintenance, etc.

The current system can be expanded by using a mesh network
of multiple sensor nodes to cover a wide area of forest for fire
detection and monitoring. Furthermore, the system can be
made more efficient by interfacing other sensors such as
humidity sensors and pressure sensors so that additional
environmental conditions can be monitored. An intricate
monitoring system can be developed where users can monitor
real-time parameters and perform remote actions.
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