
Carrier Profile & Achievements 
 
 

 

Prof.(Dr.) Radheshyam Saha, DoB: 15-12-1954, 
Caste - General 

Res:C-105 Bhrigu Apartments,Sector-9, Plot-4,Dwarka Ph-I,New Delhi – 110077 

Tel:011-49094370(R), Mob:+919968291136, 

Email:rshahacno@yahoo.com, rshahacno@gmail.com 
 

  

1.  Academic Records: 
 

 Ph. D.               -  Electrical Engineering Deptt., IIT Delhi ( on FACTS)  -  2008 
 

 M.E.E.              - Electrical Engineering Deptt. , Jadavpur   University, Kolkata-1982. 
                                                        

 B.E.E. (Hons.)   – Electrical Engineering Deptt., Jadavpur University, Kolkata-1980 
 

 B.Sc. (Hons.)      - Physics Honours, Calcutta University, Kolkata- 1974. 
 

2.   Institutional Membership: 
 

 Senior Member of IEEE (USA),  

 Life member of IIPA (India)  

 Ex-Secretary and Ex-Treasurer, IEEE PELS-IES Delhi Chapter 

 Appointed as  National Expert in  the National Committee on Transmission 

(NCT) by Ministry of Power, Govt. of India for  2 years upto 22-7-2023  or till 

further order ( vide MoP order dated 23rdh July, 2021). 

 
 

3.   Research Publication: 
 

 Carried out research on the Power Electronics based Flexible Alternating Current 

Transmission System Technologies (FACTS) in the Electrical Engineering Deptt., 

IIT Delhi -  Developed  8 new topologies for development of ± 100 MVAr rating 

STATCOM (Static Synchronous Compensator).  

 

 Published 22 research Papers in IEEE / IET International/National 

Conferences/Journals, etc. and enlisted the same at Annexure. 

 
 Guiding PhD research scholars and M.Tech (PSY & PES) students as Supervisor;  

 

 

tel:011-49094370
mailto:rshahacno@gmail.com


 

4.  Brief Employment Profile      <November 1982  to December, 2014 > 

 
 

I. Power Sector :  Central Electricity Authority (CEA), Ministry of Power, Govt. of India 
 

 IES Engineering Service’81 - Joined  CEA in Nov., 1983 as Central Power Engineering 

Service Cadre (CPES), Group- A Class-I officer, Govt. of India. Superannuated on 31-12-

14 as Chief Engineer. 

    
 

 Served  CEA, the Apex Planning body in the Power sector of the Govt. of India, for over 

31 years at various responsible positions ( Asstt. Director, Dy. Director, Director & 

Chief Engineer) from Nov., 1983 to Dec., 2014. Superannuated  as Chief Engineer on 

31st December, 2014. 

 

II. IT Sector:  MMC, Digital System (R&D) (Mahinder & Mahinder Enterprise) 

 

 System Software Engineer Aug '82 -  Nov '83. 

 

 

III.  Present Position and Assignments in Delhi Technological 

University (DTU): 
 

(a) Professor , Electrical  Engineering Deptt ( Prior to Dec’17, served as Guest 

Faculty for 3-consecutive semesters)  
 

 

(b) Teaching  the B.Tech (Elect.) courses  -  (i)  Utilization of Electrical Energy 

and Traction (UEET) in  5th & 8th  Sem (ii) Renewable Energy Systems (RES) in  

6th Sem (iii) Engineering Analysis and Design (EAD)  in 3rd Sem (iv) Numerical 

and Engineering Optimization Methods (NEOM) & Virtual Lab in 3rd Sem (v) 

Control System (CS) in  4th  Sem (vi) Power system operation & Control Lab in 

6th Sem (vii) Control System Lab in 4th Sem (viii) Automotive Electricals & 

Electronics Lab in 4th Sem (ix)  Basic Electrical Engg. Lab in 2nd Sem, etc. 

Teaching M.Tech Course: Energy Management System (EMS),PES. 
 



(c)    Faculty Supervisor: 

 Role of guiding  three PhD students – two full time and one part-time; 

 Supervisor of  M.Tech (PSY) student 2019 and 2020 batch, and 

 Guide for  B.Tech final year students (Major-I & Major-II projects ) 

2018, 2019 & 2020. 

 

(d) Key role in organizing Workshops at EDUSAT, EED, DTU:  

 IEEE Workshop on Power Electronics in Smart Grid and Optimal Power 

Trading Mechanism held on 3rd Nov.,2018;   

 IEEE Workshop & Exposition on Grid Integrated Renewables & Electric 

Transportation,  17-18th Dec.,2019.   

(e) Delivered FDP Talks during 2019-20 on the following technical topics:   

 “Power System- Cutting Edge Technologies”  in DTU in December 2019; 

 "Power Quality and Reactive Power Management" (ONLINE) in DTU in July 

2020;  

 “Power Electronics and Power System” (ONLINE) in O P Jindal University, 

Raigarh in Aug., 2020.  

(f) Chairing Session in IEEE Conference ( viz. Chaired session  of 2018  2nd 

IEEE ICPEICES conference held in Oct’18 EED DTU, & other IEEE  

platforms) 

(g) Give Expert Talks (Self) on invitation  to organizations viz. NTPC, NVVN, 

CPRI,DVC, CERC,CU,IPMA etc.  on Power System/FACTS  

(h) Responsibility in organizing expert lectures at EDUSAT, EED   by Industry 

experts in EED, DTU  on contemporary topics and the state-of-the–art 

technologies  under the aegis of IEEE-PELS Delhi Chapter.  



Distinguished Speakers from various Industries/Organizations invited :  

 Sh. KVS Baba, Chairman and Managing Director, POSOCO on 17th Dec’20 on 

Renewable Energy Integration in India ( IEEE Workshop & Exposition). 

 Dr Subir Sen, COO/ED, POWERGRID on 3rd Nov’18 on “Power Electronics in 

Smart Grid and Optimal Power Trading Mechanism” 

 Sh S L Narasimhan , Director, POSOCO on  27th Feb.,2020 on “Grid Codes 

and Standards and Electricity Markets for successfully integrating 

Renewable Energy” 

 Sh Krishna Sankar Bandopadhaya, General Manager, NVVN  and Sh Abhay 

Kr. Srivastava AGM, on 3rd November’18 ( IEEE Workshop on “ Power 

Electronics in Smart Grid and Optimal Power Trading Mechanism”)  

 Sh. S.S.Barpanda, Executive Director, NRLDC Power System Operation 

Corporation Limited on “Power Market in India”, in December, 2019. 

(i) Responsibility  of the overall  B.Tech Project Coordinator, (Major-I & 

Major-II)  EED, (2019-20 for 238 Students  & 2020-21). 

(j) Spearheaded the update of Utilization of Electrical Energy (UEE) Manual. 

(k) Spearheaded the preparation of Numerical Engineering and Optimization 

Methods (NEOM) Virtual Lab Manual. 

(l) Examination of Industrial training Reports of the B.Tech students 

(m) Online summer training for two months for the B. Tech students from June 

5 – Aug 10 2020:   

 “Study on the performance of Indian Grid System during the Blackout 
Condition on 5th Apr’20 (21:00-21:10hrs)” [GoI initiated Action on Covid 
Situation] 

 

 

 

 

 



5.  Major Areas of Technical Capabilities and Expertise: 
 

    Research & Development of Power Electronics based FACTS (Flexible AC 

Transmission systems) Technologies viz. STATCOM, SVC, TCSC etc. 

   Designing & Planning of  Regional and National Electricity Grids. 

   Basic and Advanced Electrical/Power Systems Know-hows & Control System 

   System Stability & Security perspectives of integrated Electricity Grid; 

   Power System studies, planning, evaluation & optimization  using PSS/E, 

SIMPOW,NEPLAN & IREQ Software packages. 

   Integration of Renewable Energy Sources (RES) with Grid. 

   Designing of perspective Transmission grid Master Plan as done for Bhutan, Delhi, 

Sikkim, etc. 

  Formulation of Road map for South Asian (SAARC) Electricity Grid  

   Real time Power System Control, Operation & Technological up-gradation of 

electricity grid control mechanisms (viz. SCADA, PMU, PDC, WAN, etc.) 

  Electricity Market Mechanism & Economics/ Cross-border electricity trading;  

   Consultancy to the Power utilities on Power System Development & capacity Building 

   Software Development/Up-gradation (e.g. Operating system, Real time Compiler, 

Basic Interpreter, etc.) 

  Simulation Techniques in the MATLAB platform.  
 

6.  Major Milestones Achieved: 
 

 Power System Technologies, Planning, Operation & Grid Stability 

 

(i) Carried out intensive research in the field of Transmission Technologies- FACTS - 
Developed  8 new topologies for development of ± 100 MVAr rating STATCOM (Static 
Synchronous Compensator) as part of Ph. D  work. 
 

(ii) Sphere headed State & Regional Transmission Grid Planning & Development  for Southern 
(SR), Eastern(ER), North East(NER) Regions  and all India Perspective Transmission Plan.  

 
 

(iii) Planned the comprehensive Transmission and Sub-Transmission system Road Map and 
related funding modalities for each of the States in NER.  

 



(iv) Sphere headed the preparation of the  Transmission Master Plan for Arunachal Pradesh 
for harnessing 40,000MW hydro potential  from various hydro basins in the State.  

 

(v) Responsible of evolving and reviewing Transmission Master Plan of Sikkim for  6000MW    
hydro Projects at various hydro basins. 

 

(vi) Key role in formulating Perspective National Transmission Grid Plan  1999 and 2007 
aiming at   developing National Grid in the country with free flow of power across the 
regional boundaries. 

 

(vii) Convening Standing Committee meeting on Power System Planning and finalizing 
transmission system strengthening, evacuation system  for IPPs and other generation 
projects, grid connectivity and long term access (LTA) 

 

(viii)  Sphere headed the consultancy to Royal Government of Bhutan for planning and 
evolving of National Transmission grid Master Plan (NTGMP) for Bhutan  for 2020 and 
2030 scenarios with synchronous operation with Indian Grid, and  prepared blue print of 
the Bhutan National Transmission Grid having  seventy-five HEPs with a total generating 
capacity of about 27000 MW at various river basins. 

 

(ix) Sphere headed the preparation of the Transmission Master Plan for Delhi corresponding 
to 2016-17 and 2021-22 time frames based on comprehensive system studies.  

 

(x) Responsible for Cross border Transmission system planning between India and SAARC 
member States viz. Nepal, Bhutan , Bangladesh ,Sri Lanka and Pakistan; Responsible 
for  cross border bilateral Power Trading/Exchange between India and neighboring 
South Asian countries(SAARC). 

 

(xi) Key role in drafting and finalization of Power Trade Agreement between Govt. of Nepal 
and Min. of Power, Govt. Of India. 

 

(xii) Participation in the 18th SAARC Summit held from 23-27 November 2014 at 
Kathmandu,  Nepal as one of the Indian Delegates and  involvement  in the Framework 
Agreement on SAARC Electricity trade.  

 

(xiii) Responsibility for review of intra-State and inter-State Green  Energy Corridors for 
large scale integration of  Renewable electricity generation  sources being harnessed 
at various locations/States in India. 

 

(xiv)  Headed the Task Force on the technical studies with regard to Grid Stability and 
security and TTC violation in the all India grid during 23-7-12 to 31-7-12 and  twin 
blackouts on 30th and 31st July 2012 in India.  

 

(xv) Specialized system studies for Sub-Synchronous Resonance Analysis in series 
compensated transmission lines associated with large capacity thermal generation 
Projects (viz. Lalitpur TPS in UP, Jindal TPS in Odisha)  

 

(xvi) Responsible for Comprehensive Planning and Appraisal of Bihar T&D system corresponding 
to 12th Plan and beyond; Trans-country transmission system strengthening between Bihar 
(India)  and Nepal to facilitate additional supply of 175 MW to Nepal. 

 



(xvii) Assessment of Grid Stability in respect of synchronous operation of Nepal and India 
Electricity Grids with the commissioning of 400kV Muzaffarpur –Dhalkebar D/C line 
between the two countries. 

 

(xviii)  Responsible for recommending prior approval of Government of India under Section 68 
Indian Electricity Act, 2003 for various inter-State Transmission and private sector 
transmission schemes. 

 

 Power System  Project Monitoring 

 

(i) Sphere-headed creation of  transmission system data base  for scheduling, and 
monitoring of physical construction progress for CTU, STUs ,Private and Cross 
border’s planned  transmission elements/projects in the country. 

 

(ii) Initiated various measures to minimize timeline for implementation of projects 
involving Technical and Physical constraints viz. Forest clearance, RoW issues, Land 
acquisition, etc.  

 

(iii) Prioritization of various transmission works (year-ahead basis) for its early 
implementation viz. inter and intra-regional system strengthening, ATS for generation 
projects, Cross Border links, and formulation of Result Frame Work Document (RFD) 
for CTU, STUs and Private Developers.  

 

(iv) Organized meeting with various stakeholders on regular basis to review and monitor the 
various action plans and physical progress for timely completion of Projects. 

 

 Integrated  Grid operation and Control - Real time operation  

 

 

(i) Undertaken the responsibility of  Control room shift-in –charge at Eastern Regional 
Load Dispatch Center (ERLDC) for  real time load dispatching, scheduling and control 
of the Eastern Regional Grid  

 

(ii) System  co-ordination with State power utilities, capacity building  in central generating 
and transmission utilities, Power flow Studies, Contingency Planning and  optimal system 
management. 

 

(iii) Sphere-headed the Preparation of Specification, tender document for procurement 
of computer systems and power system tools for transmission system planning and 
operational studies. 

 
 

 Electricity Market Study & Operation 

 

(i) Study  on European Electricity Market Mechanism  for cross border trade and power 
market design of TSOs at Amsterdam  and Paris. 

 

 

7.   Professional Visits Abroad:   USA, Netherlands, France, Bhutan, Nepal and Bangladesh. 

 
 



8.   Major Training Exposures 
 

(i) SOSYNAUT- SCADA installed at ERLDC/EREB by M/s Siemens for real time operation,  
control & management of integrated power system (Aug’85-Jan’86 at EREB  Kolkata). 

 

(ii)    PSSE / SIMPOW / NEPLAN /MATLAB Power System Software Packages  
 

(iii)   Technology Improvement Program on Flexible Alternating Current Systems (FACTS) at 
M/s MWH in USA, Aug 12 – Oct 11, 2001. 

 

(iv)   Study tour at Amsterdam and Paris from 13-19 July 2014 to explore the European Regional 
Power Market - Evolution process of harmonization of legal, regulatory and policy issues, 
operational and power market design. 

 

9.    Area of Interests  
 

 R&D on Power Electronics based Smart Controllers viz. STATCOM /SVC/ UHVDC/ HVDC 
light/UHVAC/TCSC/UPFC/IPFC; Power Quality; RES Technologies, Renewable Energy 
Integration, Optimal Power Balancing, Storage Capacity Planning; Smart Transmission & 
Distribution Grid; Transmission capacity enhancement & Improvement; Real time Dynamic State 
Measurements using WAN, Smart Grid and its Stability, Reliability & Security; Synchronous 
SAARC Electricity Grid & Cross Border Power Exchange/Trading;  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 

Annexure 

 
 

Papers Published in IEEE / IET International/National  Journals / Conferences etc.  
 

 

1. “Modeling of Harmonic Neutralized 12-Pulse Static compensator(STATCOM)”, in proc. of  2006 

IEEE Power India Conference, India, Apr.8-10, 2006. 
 

2. “A Review on FACTS Devices”, ICFAI Journal of Science & Technology, Vol.2, No.2, pp. 6-51, 

Sept. 2006. 
 

3. “Modeling of 18-Pulse STATCOM for Power System Applications”, Journal of Power Electronic 

Korea (KJPE), Vol.7, No.2 pp. 146-158, April 2007. 
 

4. “A New 24-Pulse STATCOM for Voltage Regulation”, in proc. IEEE International Conference on 

Power Electronics, Drives and Energy Systems (PEDES) 2006, India, Dec. 12-15. 
 

5. “Static synchronous compensators (STATCOM): a review”, IET Power Electronics Journal, 

2009, Vol. 2, Iss.4, pp. 297-324. 
 

6. “Improved 48-pulse static synchronous compensator for high-voltage applications” IET Power 

Electronics Journal, 2010, Vol. 3, Iss.3, pp. 355-368. 
 

7. “Enhancing Power Transfer Capacity of Transmission System by a Reduced Magnetics based 48-

Pulse STATCOM Controller” in Proc. of  POWERCON 2008 and IEEE Power India Conference. 
 

8. “Three-Level 24-Pulse STATCOM with Optimized Magnetics to Regulate Voltage in 

Transmission System” in  Int. Journal of Power Electronics (IJPELEC), Vol.3, No.2, 2011, pp. 

134-155. 
 

9. “Analysis of a Harmonics Neutralized 48-Pulse STATCOM with GTO Based Voltage Source 

Converters” in Journal of Electrical Engineering & Technology, Vol.3 No.3, pp.391-400, 2008. 
 

10. “Modeling of Harmonic Optimized 12-Pulse Static Compensator (STATCOM)”, Journal of the 

Institution of Engineers (India). 
 

11.  “Towards National Power Grid” in the Proce.  of   Formation of National Power Grid 

Conference, 1992, Hyderabad. 
 

12. “Some Aspects of FACTS and other Technology in Power Transmission Control” in “Transtech 

(Workshop on T &D Practices)”, DVC, Aug. 12 2006. 
 

13. New Role of Transformer Magnetics in FACTS Technology” in the Proce. of 10th International 

Conference on Transformers (TRAFOSEM-2008) ,11-12th Nov., 2008, India. 
 

14. “A 3x6 Pulse NPC-VSC based ±100 MVAr STATCOM Modeling and Applications”,6th IEEE Power 

India International Conference Proc,, PIICON 14, New Delhi, December 5-7 2014. 
 

15. Frequency Regulation Technique in AC-DC Network using Converter Current Modulation in VSC-

HVDC System’ , IEEE Conference, INDICON, 11 -13
th

 December, 2020, New Delhi,India 



 
 

16. ‘An Adaptive Master-Slave Technique using Converter Current Modulation in VSC-based MTDC 

System’, IEEE 6
th

 International Conference for Convergence in Technology (I2CT), 2 - 4 April, 2021, Pune, 

India.  

 

17. ‘Analysis of Control Techniques for Voltage Source Converters-Based MTDC ‘, European Power 

Electronics and Drives Journal, Taylor and Francis. (DoS- July, 2020) - Acceptance Awaited  

 

18. “Modelling Financially Motivated Cyber Attacks on Electricity Markets using MILP Program”, 

2nd IEEE  International conference on power, Energy, control and transmission systems 

(ICPECTS’20) , Chennai, India, pp:1-6, 10th-11th December, 2020. (Best Paper Award)  

 

19. “ Two Stage Stochastic programming model for optimal scheduling of RE based Virtual Power Plants 

in Electricity Markets ”,.   IEEE 6
th

 International Conference for Convergence in Technology 

(I2CT), Pune, India, pp. 1-6, 2nd - 4th April, 2021.   

 
20. “Solar PV based Forest Fire Detection and Monitoring using Zigbee Protocol”, International 

conference for Intelligent Technologies (CONIT’21) ,2 April 2021—Accepted 

 
21.  “DESIGN AND MODELING OF A FILTER ASSISTED  6-PULSE VSC-IGBT BASED D-STATCOM FOR 

REACTIVE POWER COMPENSATION”, “IEEE Sponsored Asian Conference on Innovation in 

Technology (ASIANCON) 2021”. Pune, Maharashtra, India. 

 
22.  “Bi-level Optimal Strategic Generation Scheduling with Flexible Demands under Uncertainties and 

Improving Profitability of VPP in Day Ahead and Reserve Electricity Markets” , International 

Journal of Electrical Power and Energy Systems, Elsevier ( Communicated). 
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Abstract— To promote investment in the electricity sector, 
the deregulated electricity market regime has created an 
enabling environment to accelerate the all-around development 
of power generation, transmission and distribution systems. 
RE-based power generation is proliferating in the power 
sectors worldwide. Participation of   large numbers of market 
players, and massive penetration of RE-generation have 
created enough complexities   and has made fundamental 
changes in the deregulated electricity market conditions. Small 
scale RE generating units have limited participation in the 
electricity markets due to the uncertainties. These units 
integrate with other fossil fuel plants and forms as Virtual 
Power Plants (VPPs). Increasing participation of RE based 
VPPs in the competitive electricity market, has brought out 
further complexity in market operation primarily in terms of 
its generation scheduling, economic profitability, etc. In this 
paper a two-stage stochastic programming approach for 
optimal scheduling of VPPs in the electricity markets is 
presented, along with modeling of uncertainties in the
electricity market price, available level of stochastic renewable 
generation and the request for reverse deployment. These
uncertainties are modeled using scenario bounds and are 
formulated using stochastic programming approach. 
Simulation results are carried out on 4-h planning horizon.

Keywords—Electricity markets, Renewable Energy Sources 
(RES), Virtual Power Plants, Stochastic programming, Day 
Ahead Markets (DAM).

I. INTRODUCTION 

Power system utilities in the world are disintegrated and 
restructured, resulting in the diminishing of monopoly 
existed in the erstwhile vertically integrated markets. To 
promote investment in the power sector, deregulated market 
regime has created an enabling environment to accelerate 
development in generation, transmission and distribution 
systems. These result in large participation of   market 
players, stakeholders, independent power producers, 
electricity traders, and pro-active roles of regulators. Massive 
penetration of renewable energy-based electricity generation 
is proliferating in every country around the world. It has 
made fundamental changes in the deregulated electricity 
market conditions. These changes affect the financial health 
of incumbent fossil fuel generators having inherently high 
marginal costs of generation per unit.

As per rough estimates, burning of widely used fuels like 
coal, bio-fuels pollute air over fifty times more carbon per 
unit of energy than wind, water, or solar power. Due to 
environmental conservation and increasing efforts to reduce 
global greenhouse gas emissions, efforts are being made for 
continuous policy reforms in the power sectors are on the 

cards across the globe, and thrusts are given towards 
sustainable sources of RE generation, replacing the pre-
dominant nonrenewable electricity generations. Such 
transition is widely prevalent in U.S and European Union, 
which have set the milestone of electricity requirement with 
100 percent renewable energy in near future [10-12].

Virtual power plants are integrated with several type of 
energy resources to aggregate total energy production from 
distributed energy resources (DERs) such as small hydro 
plants, roof top solar system, wind farms etc. VPP includes 
from small scale to medium scale renewable generating 
units, flexible loads, diesel generation sets etc. These 
utilities can from into a cluster of energy sources along with 
other fossil fuel power generating units. Increasing 
participation of VPPs which aim at an integrated approach of 
a cluster of small distributed RE based generating entities, 
and participating in the competitive electricity market as a 
single entity, has brought out further complexity in market 
operation primarily in terms of its generation scheduling, 
economic profitability, etc. VPP acts as an intermediary 
between distributed energy resources and the whole sale 
electricity markets and trade energy on behalf of DERs 
owners who themselves are unable to participate in that 
market. The concept of VPPs allows small scale RE 
generating units to get in to electricity markets.

The real time load demand is dynamic and so the power 
generation for balancing the load. Further, due to 
intermittency, and variability of RE sources and imperfect 
forecasting, there is randomness in RE generation (viz. wind 
farms, solar PV plants, etc), and it leads to the complexity of 
RE integration with the electricity grids. RE power being 
largely non-dispatchable, the generation scheduling of CPPs 
in combination with RE generators is a tough challenge 
being encountered by system operators in DAM and real 
time markets.

Understanding the uncertainties in the process of RE 
generation and are considered as stochastic process. To
mitigate these uncertainties during the generation of RE 
sources, it is endeavored to integrate RE generating utilities
with other generating units such as CPPs, storage units and 
flexible demands i.e., VPPs. In this paper, a two-stage 
stochastic programming is proposed to model these
uncertainties present in the process of integrating these 
VPPs containing RE sources and finds an optimal solution 
for scheduling generating units in electricity market clearing 
process [4,7].

A brief overview of the present electricity market 
scenario is studied and market mechanisms coupled with 

2021 6th International Conference for Convergence in Technology (I2CT) 
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bidding-based buy and sell of electricity in DAM and real 
time markets are well explained in [1-16].    The market 
clearing process in the electricity markets under various 
uncertainties is designed in [1]. The zonal market model 
with renewable integration is presented in [2] [3], [4]. 
Bidding strategy of virtual power plants (VPPs) for 
participating in energy and reserve markets is investigated in 
[5]. Introduction to the mathematical stochastic 
programming applied to electrical engineering is presented 
in [6]. Risk assessment in electricity markets and reserve 
market under uncertainties is carried out in [7]. Network 
constrained robust unit commitment model is explained in 
[8]. L. Tianqi et.al [9] analysed optimal scheduling of VPPs 
considering cost of battery loss. The statistical scenario of 
RE is illustrated in [10-13]. Impacts on power markets due 
to RE generation adequacy are presented in [14]. The 
challenges being faced by the electricity markets with the 
intermittence RE sources is explained in [15,16].  Optimal 
bidding based on Nash equilibrium strategy for VPP 
participation in the energy markets is proposed in [17].
However, the proposed approach adds to the existing 
research on RE based VPPs electricity markets.

This paper is organized into five sections. Section-1
provides RE-based market operation and pro-active role of 
Virtual power plants as introduction. Section-2 presents the 
impacts of renewable generation in deregulated markets.
Stochastic programming methodology, modelling 
uncertainties and problem formulation for optimal 
scheduling process in electricity markets is explained in 
Section-3. Simulation results are illustrated in section-4 and 
section-5 ends with the conclusion followed by references.

II. IMPACT OF RE GENERATING UNITS ON DEREGULATED
ELECTRICITY MARKETS

RE generation has made fundamental changes in the 
market conditions. Historically, there are steep reductions in 
costs of RES generation over the time and per unit cost is 
economical and compared to the cost of fossil fuel-based 
generation. RE penetration into the markets has resulted in 
reduction of wholesale electricity prices. It is indicated in 
[13], the levelized cost of electricity (LCOE) between 2009-
2017 for PVs fell from $304 per MWh to just $86, a 
reduction of 72%. Onshore wind’s LCOE dropped from $93 
to $67 per MWh, a reduction of 27%. These factors and the 
feature of insignificant greenhouse gas emissions are
instrumental to make a paradigm shift to create   market of 
renewable. However, it has created a large impact on the 
economic profitability of conventional generators and 
considerably affects the financial health of the stakeholders 
of fossil fuel generators. It has also transpired that massive
penetration of RE is and will be leading to even negative 
electricity prices, i.e., conventional generators are required 
to pay to produce electricity [3].

Uncertainty of RE generation is another critical factor 
which affects the scheduling and operation of the grid [15].
VPPs enable to provide a possible solution to mitigate such 
issues with its group of generating units (both conventional 
and RE sources), storage units, biomass plants and flexible 
demands. These VPPs can optimize their energy sources 
utilizing conventional plants during its low RE production 
and participate in the markets during its high RE production 
through storage units. It also reveals the importance of 
conventional sources in supporting the system. These 

traditional generators can act as capacity plants in the 
capacity markets.

In the context of economic profitability of stakeholders 
[10-13], optimal utilization of resources to meet end user 
requirements, and for mitigating imbalance of load-
generation dynamics in RE dominated electricity market, 
stochastic and optimal scheduling of VPPs is made as a part 
of market research.

III. STOCHASTIC OPTIMAL SCHEDULING PROGRAM

This section analyses the optimal scheduling problem of 
the electricity markets where virtual power plants (VPP) sells 
or buys the energy with the objective of profit maximization.
On other hand, reserve markets provide the flexibility to 
increase or decrease the total energy production of VPPs 
upon the request of the system operator.

The Day-Ahead and reserve electricity markets are 
considered in this section to analyse the market scheduling 
decisions one day in advance. While making this scheduling 
decision the VPPs faces a number of uncertainties [1,9]. 
Following are the uncertainties faced in the market 
scheduling process:

The market prices include the day-ahead market 
prices and the reserve markets prices (for both 
capacity and energy).

Stochastic nature of the available renewable 
generating unit’s production level.

The requests to deploy reserves sources by the system 
operator.

The proposed uncertainties are modeled for obtaining
optimal market scheduling decisions. As the proposed 
approach is probabilistic and not deterministic in nature, 
inappropriate modeling will result in loss or profit to the 
VPPs and even results in an infeasible operation of utilities/ 
generation and demand assets [18].

TABLE I. NOMENCLATURE

Notation Definition

Set of Conventional Power Plants 

Set of Demands
set of renewable energy generating units
Set of storage units
Scheduling Time periods
Set of discrete scenarios 
Online cost of conventional generating unit c [$/h]
Variable cost of conventional generating unit c [$/h]
Power generation of the conventional power plants in time 
period t [MW]
demand d power consumption level in the time period t
[MW]
RE generating unit r production level during the time period 
t
Available RE generating limit of unit r in the time period t
Power discharging level of storage unit s in the time period t
Charging level of storage unit s in the time period t [MW]
Energy stored by the storage unit s in the time period t
[MWh]
Power capacity traded in up-reserve market in time period t
Power capacity traded in down-reserve market in time 
period t
Amount of Power traded in the market during the time 
period t

2
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A. Modelling Uncertainties
The uncertainties mentioned above are modelled using a 

set of predefined discrete scenario realizations indicated by 
. Each scenario of is defined by the parameters 

and that indicates 
energy market price, market price acquired for power 
capacity in the down-reverse market, the up and down-
reverse deployment request, and the available generating
levels of stochastic RE generating units respectively. Each 
scenario is defined with probability of occurrence . The 
sum of overall probabilities of the scenarios is equal to 1, i.e., 

B. Problem Formulation
The optimal decision-making problem under these 

scenarios is modelled as a two-stage stochastic programming 
model and is interpreted as follows:

Where set 

are the optimization 
variables in the above problem. indicates, weight of 
each scenario [7,8,9]. VPPs objective is described by the 
Eq. (1) throughout the planning horizon and consists of the 
following terms:

The term represents the revenues 
acquired by the VPPs for their participation in the DA 
markets. Here the variable  may be +ve (if VPPs
sell power in the DA market) and -ve (if the VPPs
buy power in the DA markets).

The term represents 
the revenue obtained by the VPP for participating in 
the Up-reserve markets. These revenues are again 
divided into capacity payments and 

energy payments.

The term represents 
the revenue obtained by the VPP for participating in 
the Down-reserve markets. These revenues are again 
classified into capacity payments and 

energy payments.

Variable cost incurred by the CPPs is represented by 
the term 

Where Eqs. (2), (3) and (4) are the constraints, 
representing upper and lower bounds on the amount of 
power traded in the DA, up, and down-reserve markets 
respectively. Eq. (5) represents the power balancing 
constraint. Eqs. (6) and (7) puts power consumption limits on 
the demands. denotes binary 
variable, it represents the on/off status of CPP. Constraints in 
the Eqs. (8), and (9) limits the power produced by the CPPs
and stochastic RE generation level respectively. Eqs. (9) and 
(10) represents the constraints on the charging and 
discharging level of storage units, while the Eq. (12) 
represents the energy production level in storage units and 
Eq. (13) represents the limiting constraint on the energy level 
of the storage units. The above problem is a Mixed Integer 
Linear Programming (MILP) problem solved using CLPEX 
solver.

IV. SIMULATION RESULTS

The proposed two-stage stochastic model for optimal 
scheduling is tested on 4-hour planning horizon, and the 
required data is collected from [18]. The simulation results 
are implemented in GAMS software using CLPEX solver on 
a PC with an Intel i7 3.6GHZ CPU and 8-GB RAM.

The maximum power traded (sold/buy) in the energy 
market is limited to 100MW.  The up and down reverse 
market capacity is limited at 50 MW. Energy Market prices 
along with up and down reverse market prices for the power 
capacity are presented in Table-2. Generation limits of the 
CPPs and their economic data along with the flexible 
demand data is referred from IEEE-5 bus system. The
forecasted wind power production level is provided in 
Table-3. Reverse deployment request is considered to be 
80% of the power capacity scheduled in down reserve 
market during the time period-2, similarly for up reserve 
market 50% and 100% of scheduling capacity are requested 
during the time period-1 and 3 respectively. No reserve 
deployment is requested during the time period-4. This data 

(1)

Subject to: (2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

3
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is assumed and considered based on the system operators 
request for the reverse deployments.

In the above two-stage stochastic programming model, 
the uncertainty in the RE (wind) generating levels along 
with the uncertainty present in the reserve deployment 
request are modeled by using two equiprobable scenarios in 
each stage. Thus 4 scenarios (two of each) are considered. 
For the sake of simplicity these scenarios are independent of 
each other.

TABLE II. ENERGY AND REVERSE MARKETS  PRICE  DATA 

Time 
Period

Price [$/MWh]

Energy 
Markets

Up reserve market Down reserve market

Energy Capacity Energy Capacity

1 12 14 4 14 4

2 14 15 10 38 10

3 22 30 8 26 8

4 32 20 6 25 6

TABLE III. TOATAL WIND FORECASTING LEVEL FOR DIFFERENT TIME 
PERIODS AND WEIGHTS[PU]

The proposed model presented in the section-III is runed 
by the system operator to determine optimal scheduling for 
each generating unit in each time period. Considering the 
data presented in the tables-II and III, the optimal power 
scheduled and market prices in Day-ahead and reserve 
markets are presented and explained in Figs. 1 to 7.

Fig. 1.Plants Power traded in energy, up-reserve and down reserve markets

VPPs participate in the energy markets and submit their 
bids based upon their demand levels in the specific time 
period, these bids are submitted  in terms of price and 
quantity to the system operator. Fig. 1 shows, the optimal 
amount of power traded in each time period in the energy, 
up and down reserve markets.  In these markets the VPPs
decides to buy the energy, expect for the time period-2 when 
its demand level is being low and during this period energy 
is supplied by their own renewable generating units. In all 
other cases the VPPs tries to buy the energy in the energy 

market. In the case of up reserve market, the power is traded 
in time periods 2 and 3. While in the case of down reserve 
market power is traded during the periods 1, 3 and 4. No 
power is traded during the time period-2. This is because of
the maximum demand levels and low prices for the  reserve 
deployment as explained in Table-II.

Based up on the amount of power traded in the energy 
and reserve markets, conventional power plants are 
scheduled. During the low demand level i.e., during the time 
period-2, these plants are turned off. Fig. 2 shows, 
scheduling of CPP. The power plants with highest 
economical prices are not scheduled for the entire market 
operation as shown in Fig 5. The renewable generation is 
maximum at each time period as shown in the Fig. 4. Power 
consumption levels in each time period is same expect for 
the time period T-2. In order to supply their demand level 
during the maximum demand periods, VPPs enter in to the 
power markets. Therefore, based on the market prices the 
VPP decides to buy maximum power from RE sources in 
the markets.

Fig. 2.Power consumption by the conventional power planys in the market

Fig. 3. Power consumption by the demand in the market

Fig. 4. Forecasting Power generating level of Wind power source
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From the above optimal scheduling process, it is clear, 
that the stochastic RE sources are made to dispatch in all 
time periods and  based on the power demand level and 
market prices the system operator request for up and down 
reverse deployments during a sepefic time period.

The conventional power plants are scheduled only when 
the required demand is more than the RE and reverse 
deployment capacity. Fig.5 shows scheduled dispatch of 
CPPs. During every hour generator (G-4) is not dispatched. 
Similarly, during second period no CPP is scheduled. This 
puts economic burden on the conventional generators. The
prices incurred during the power production is less than the
revenues obtained. Hence, it is required to provide policy 
incentives and to take standard tariff policy mechanism for 
conventional generation. Updating to the current 
technology, increasing ramp up and ramp down rates of the 
generators may make their way possible to compete with the 
RE sources.

Fig. 5.Scheduled power dispatch of conventional power plants

Fig. 6.Market clearing prices in $/h with RE sources for different time   
periods.

Fig. 7.Market clearing prices in $/h without RE sources for different time
periods.

Fig.6 and Fig.7 represents market clearing price ($/h) 
variations with and without RE sources. It is observed that 
MCP’s without RE sources is always greater than the 
MCP’S with RE. Therefore, it is clear that the conventional 
generators are forced to generate power for lesser prices. 
This price variations will result in economic losses. 
Therefore, it is required to provide cost-based policy 
incentives for the conventional plants. Some of the countries 
are following fed in tariff policy, purchase obligations and 
contract for difference mechanism to create a balance 
pricing mechanism.

The above simulation result has established that during 
low demand periods VPPs optimizes its resources by using 
RE (wind) generation only. During maximum demand 
periods CPPs are scheduled, and reserve deployment 
requests are made accordingly to the system operator 
request. With interest participation of VPPs market price 
levied on the consumers is reduced but burden on the 
conventional generators increases. The simulation graphs
shown in Fig.6 and 7 has clearly indicated the price 
variations with and without RE sources. This clearly 
indicate that the VPPs in the electricity market are acting as 
price makers and sometimes as price takers.

The above two stage stochastic problem is executed 
using deterministic approach, in such case the optimal 
scheduling of VPP is found infeasible. This is due to the 
error while providing reverse deployment request. This 
highlights the importance of an accurate modelling of the 
uncertainties in the problem. Economic impact on CPPs due 
to RE sources can also be interpretated from the above 
results. 

V. CONCULSION

Power and energy balancing mechanisms are
evolutionary in market operation from the cost economics 
angle. It depends on RE policies, power sector reform 
strategies, price discovery mechanisms, generation 
scheduling economics, load management techniques, role of 
VPPs, etc. Like every generator looking for its profitability 
and services to the system operation. VPPs with its 
resources look for maximization of their profits. The 
proposed two-stage stochastic modelling for optimal 
scheduling of VPPs in electricity markets has established the 
merits of its generation scheduling to mitigate certain 
uncertainties as explained in Para-A, section-III of this 
paper. The simulation work provides impressive results for 
accurate optimal scheduling of the generating units of VPPs.
This method may be extended to large scale market 
operations and big power system networks by dividing the 
system into several subsystems. In future, the presented 
method may be extended to model forecasting uncertainties 
along with modelling of large solar generating units.
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Modelling Financially Motivated Cyber Attacks 

on Electricity Markets Using Mixed Integer 

Linear Programming 
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Abstract— With the vast expansion of grid network and 

enhancement of Communication system, Cyber security 

reinforcement is of paramount importance for reliable and 

secure power system operation.  Cyber-attacks on electricity 

markets acquire financial profits to the adversary. In this paper 

a modest attempt is made to model the cyber attacker’s 

objective of profit maximization by injecting false data into Day-

ahead and Real Time electricity markets. It is considered that 

attacker runs a bi-level optimization problem which includes 

attacker’s profit maximization objective and market clearing 

problem for finding out the optimal attack measurements. 

While manipulating the measuring devices like RTUs, the 

attacker takes care to avoid being detected by the bad data 

detection (BDD) procedure run by the ISO. This paper focuses 

on financially motivated FDI attacks considering attacker as one 

of the virtual players in electricity market.  A novel attacking 

model is designed using bi-level optimization problem where 

attacker aims to gain financial benefits by misleading market 

clearing problem. Potential impact of financially motivated 

False Data Injection (FDI) attacks on electricity markets is 

presented by considering PJM 5-bus system. The simulation 

results show the sharp impact on Locational Marginal Prices 

(LMPs) in fulfilling the attacker’s objective, and the distinct 

relationship between LMPs and the market clearing prices 

during the attack.  

Keywords— Cyber Attacks, Day-Ahead Market (DAM), Real 

Time Market (RTM), Mixed Integer Linear Programming 

(MILP), optimization, Locational Marginal Prices (LMPs), 

Congestion.  

I. INTRODUCTION 

Power system is a strongly interconnected electricity 

network coupled with state-of-the-art communication 

network for transmitting and distributing electricity from 

generating stations to load centers. This huge network is 

consistently controlled, operated, and monitored in real-time 

mode by IT-enabled SCADA system from control centers by 

ISO/TSO. All the real-time operational data of the power 

system are picked-up through remote terminal units (RTUs), 

transducers, and various sensing devices. This data is  

transmitted and  processed by SCADA at the control centers 

to enable system operators to efficiently control and handle 

the grid dynamics in the competitive power markets. With the 

continuous expansion of the electricity grid, the risk of cyber-

attacks to the real-time system has become a serious issue 

Although the SCADA System has firewall as the first stage 

of security to the communication network, still cyber-threat 

is a challenging phenomenon for ISO to defend its integrity. 

At present, the power sector is operating as day-ahead 

(DA) and real-time (RT) markets.  In these markets, various 

market players including sellers, buyers, and traders 

participate through an online platform of Power Exchanges 

and submit their bids in quantity and price. The DC-OPF 

model is used to determine LMPs, considering the topology 

and physical constraints of the power system and power 

demand as per the load forecasting values, and there are 

mismatches from the actual demand values during the real-

time market operation. Hence there is an accuracy problem in 

the power system state estimation. Adversary takes this as a 

chance and manipulates the meter readings by injecting false 

data. Meanwhile, the attacker takes care of not being detected 

in the BDD procedure. 

The paper is organized into six sections. Section-I covers 

the cyber-attack strategy with its introduction. In section-II, 

the market-clearing problem of both DA and RT markets 

using SCED is presented. Section-III discusses the power 

system state estimation and optimal attacking problem. In 

section IV, the implicit relationship between the upper and 

lower level problem is presented along with converting bi-

level attacking problem into single-level MILP problem. 

section V discusses simulation results on PJM-5bus System 

with and without attack.  Section VI ends with the conclusion. 

A. Current state of Art 

As a matter of fact, cyber-attacks on power systems are 

generally classified into two types. The first type of attacks 

aims in creating damage to the grid and the latter type focus 

on financial gains. FDI was first studied by Liu et al. [1]. 

 

In the foremost type, adversary estimates attack 

vulnerability areas to inject false data into the measuring 

devices, which leads to grid failure or shutdown of some 

major grid components. These attacks are investigated in [2-

5] by using various methods. Stealthy FDI detection using 

machine learning is studied in [3]. AGC detection is a popular 

technique presented in [4]. Statistical structure learning to 

ensure data integrity in smart grid is examined in [5]. FDI 

modelling and counter measures are discussed in [6].  Power 

grid resilience against FDIA is demonstrated in [7]. A survey 

on FDIAs is presented in [8]. Forecasting aided imperfected 

attack against state estimation is presented in [9]. 

The second type of attack is based on gaining financial 

benefits. In [10] a special class of FDI attacks using load 

distribution has been investigated. Attacks by overloading the 

transmission lines by introducing corrupt generators and load 

forecasting error in the Security Constrained Economic 

Dispatch is presented in [11-14] which results in LMP shift. 

Financially motivated attacks have been investigated in [15]. 

Modelling dummy data attack vector which is used to Change 

congestion pattern is presented in [16], A new framework in 
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designing FDI attack using stochastic robustness by limited 

adversary is presented in [19]. Deep learning techniques for 

FDI attack detection on smart grid is examined in [20]. A 

non-linear auto regressive exogenous configuration of ANN 

is used to identify FDI attack on state estimation is formulated 

in [21]. Market decision making, non-linear optimization 

problems in electricity markets, along with Bi-level 

optimization problems in power system is presented in 

[22,23,24].  

II. ELECTRICITY   MARKETS  OPERATION 

Deregulated electricity markets conduct electricity 

trading in competitive environment. Buyers and sellers 

submit their bids in terms of both quantity and prices.  An 

independent system operator (ISO) is a third-party regulator, 

and independent of both supplier and consumer is responsible 

for determining market clearing price (LMPs) and managing 

transmission network. DC-lossless optimal power flow 

model along with LMP calculations for both the DA and RT 

markets are carried out as presented below with the 

nomenclature given in Table-I. 

TABLE I.  NOMENCLATURE 

Definitions 

Ω𝑔, Ω𝑑 Set of generators and demands respectively in the network 

𝑇 Operating time period 

𝛺𝑛 Set of generators and demand connected to bus n 

𝑆𝑙𝑗 Generalized shift factor matrix 

𝑁𝑏𝑢𝑠 Number of buses in the network 

𝛺𝑙  Number of branches (lines) in the network 

A. Day-Ahead Market Operation 

In the DA market, ISO performs optimal calculations to 
maximize Social welfare and to minimize aggregate cost of 
generation for given load dispatch. DA market allows 
submitting bids one day in advance and the dispatch is 
scheduled for the next following day. The optimization 
problem needs to satisfy the network topology and  physical 
constraints of the network. The above DA market 
optimization objective  is presented in [3,8,17] and which can 
be depicted as follows 

min
𝜆,𝑃𝑖𝑡,𝐷𝑗𝑡

𝑅𝐷𝐴 = ∑ ∑ 𝐶𝑖𝑡𝑃𝑖𝑡

𝑇

𝑡=1

Ω𝑔

𝑖=1

− ∑ ∑ 𝐵𝑗𝑡𝐷𝑗𝑡

𝑇

𝑡=1

Ω𝑑

𝑗=1

 (1) 

𝑆. 𝑡 ∑ 𝑃𝑖𝑡

𝑖∈𝛺𝑛

= ∑ 𝐷𝑗𝑡

𝑗∈𝛺𝑛

 ∀𝛺𝑛 ∈ 𝑁𝑏𝑢𝑠;  (𝜆𝑡) (2) 

 𝑃𝑖𝑡
𝑚𝑖𝑛 ≤ 𝑃𝑖𝑡 ≤ 𝑃𝑖𝑡

𝑚𝑎𝑥  (𝜇𝑖𝑡
𝑚𝑎𝑥 , 𝜇𝑖𝑡

𝑚𝑖𝑛) (3) 

 𝐷𝑗𝑡
𝑚𝑖𝑛 ≤ 𝐷𝑗𝑡 ≤ 𝐷𝑗𝑡

𝑚𝑎𝑥 (𝛾𝑖𝑡
𝑚𝑎𝑥 , 𝛾𝑖𝑡

𝑚𝑖𝑛) (4) 

 𝐹𝑙
𝑚𝑖𝑛 ≤ 𝐹𝑙𝑡 ≤ 𝐹𝑙

𝑚𝑎𝑥  
 ∀𝑙 ∈ 𝛺𝑙; 

(𝜗𝑖𝑡
𝑚𝑎𝑥 , 𝜗𝑖𝑡

𝑚𝑖𝑛) 
(5) 

 

Where 𝐶𝑖𝑡 , 𝑃𝑖𝑡and 𝐵𝑗𝑡 , 𝐷𝑗𝑡  are prices ($/MWh), quantity 

(MWh) offered by generators (suppliers) and demands 

(consumers) respectively. 𝑅𝐷𝐴 in Eq. (1) shows objective 

function of maximizing social welfare and minimizing cost 

of generation. Where 𝐹𝑙𝑡 = ∑ 𝑆𝑙𝑗
𝛺𝑛

𝑖=1
(∑ 𝑃𝑖𝑡

𝛺𝑔

𝑖=1
−

∑ 𝐷𝑗𝑡
𝛺𝑑

𝑗=1
) ; ∀𝑛 ∈ 𝑁𝑏𝑢𝑠 represents power flow in the 

transmission lines. Eq. (2) represents balancing constraints. 

Eq. (3), Eq. (4) and Eq. (5) puts upper and lower bounds for 

generating capacity, load demand and transmission line 

capacity respectively, and 𝜆,  𝜇𝑖𝑡
𝑚𝑎𝑥 , 𝜇𝑖𝑡

𝑚𝑖𝑛 , 𝛾𝑖𝑡
𝑚𝑎𝑥 ,  𝛾𝑖𝑡

𝑚𝑖𝑛 ,

𝜗𝑖𝑡
𝑚𝑎𝑥  , 𝜗𝑖𝑡

𝑚𝑖𝑛 are corresponding dual variables of Eq. (2), Eq. 

(3), Eq. (4) and Eq. (5) respectively. Locational Marginal 

Prices in ($/h) at each bus in the DA market is interpreted as 

follows 

𝐿𝑀𝑃𝑖𝑡
𝐷𝐴 = 𝜆𝑡 + ∑ 𝜗𝑙𝑡

𝑚𝑖𝑛

𝑙∈𝛺𝑙

∗ 𝑆𝑙𝑖 − ∑ 𝜗𝑙𝑡
𝑚𝑎𝑥

𝑙∈𝛺𝑙

∗ 𝑆𝑙𝑖  (6) 

B. Real Time Market operation 

Based on the state estimation performed on the data 

collected from the different measuring units, the ISO aims to 

minimize the incremental change in the variables i.e., 

difference between the scheduled value and measured values 

in DA market. RT market is operated for every 5 minute and 

another LMP vector is calculated based on this run time data 

[8,17]. RT market clearing solves SCED optimization 

problem and is formulated as 

Where ∆𝑃𝑖𝑡,∆𝐷𝑗𝑡 represent the incremental change in 

power generation and load demand values, 𝑅𝑅𝑇 in Eq. (7) 

represents the ISO objective function of minimizing 

incremental cost of generation. In Eq. (9) and Eq. (10) upper 

and lower bounds are imposed on incremental power 

generation and demand values respectively. Where  

∆𝐹𝑙𝑡 = ∑ 𝑆𝑙𝑗
𝛺𝑛

𝑖=1,𝑙∈𝛺𝑙
(∑ ∆𝑃𝑖𝑡

𝛺𝑔

𝑖=1
− ∑ ∆𝐷𝑗𝑡

𝛺𝑑

𝑗=1
) represents  

change in power flow. �̃�𝑡, �̃�𝑖𝑡
𝑚𝑎𝑥 ,  �̃�𝑖𝑡

𝑚𝑖𝑛 ,  �̃�𝑖𝑡
𝑚𝑎𝑥 ,  �̃�𝑖𝑡

𝑚𝑖𝑛 ,  �̃�𝑖𝑡
𝑚𝑎𝑥,

�̃�𝑖𝑡
𝑚𝑖𝑛 are dual variables of Eq. (8), Eq. (9), Eq. (10), (11) and 

Eq. (12) respectively. Furthermore, ISO computes line flow 

changes through each transmission line l and tries to keep line 

flow measurements within the limits, (for both positively (𝑙 ∈
𝐶𝑙+: 𝐹𝑙 ≥ 𝐹𝑙

𝑚𝑎𝑥)and negatively congested lines(𝑙 ∈

𝐶𝑙−: 𝐹𝑙 ≤ 𝐹𝑙
𝑚𝑖𝑛) [8,18]. LMPs in ($/h) at each bus in the RT 

market are governed by the following equation 

 From the above market clearing problem, if the attacker 

buys certain amount of power (𝐷𝑖𝑡  𝑀𝑊)  at  𝐿𝑀𝑃𝑖
𝑅𝑇in DA 

market and after compromising the meter data, sells 

(∆𝑃𝑖𝑡  𝑀𝑊) in real time market at 𝐿𝑀𝑃𝑖
𝑅𝑇 , its profit would be 

[𝐿𝑀𝑃𝑖𝑡
𝑅𝑇 × (∆𝑃𝑖𝑡) − 𝐿𝑀𝑃𝑖𝑡

𝐷𝐴 × (𝐷𝑖𝑡)]$/h. and the same 

follows, if  the attacker sells electricity for expensive price in 

DA market and buys it for cheap price in real time market 

min
𝜆,∆𝑃𝑖𝑡,∆𝐷𝑗𝑡

𝑅𝑅𝑇 = ∑ ∑ 𝐶𝑖𝑡∆𝑃𝑖𝑡

𝑇

𝑡=1

Ω𝑔

𝑖=1

− ∑ ∑ 𝐵𝑗𝑡∆𝐷𝑗𝑡

𝑇

𝑡=1

Ω𝑑

𝑗=1

 (7) 

𝑆. 𝑡 
∑ ∆𝑃𝑖𝑡

𝑖∈𝛺𝑛

= ∑ ∆𝐷𝑗𝑡

𝑗∈𝛺𝑛

 

 

∀𝛺𝑛 ∈ 𝑁𝑏𝑢𝑠;  (�̃�𝑡) (8) 

 ∆𝑃𝑖𝑡
𝑚𝑖𝑛 ≤ ∆𝑃𝑖𝑡 ≤ ∆𝑃𝑖𝑡

𝑚𝑎𝑥 (�̃�𝑖𝑡
𝑚𝑎𝑥 , �̃�𝑖𝑡

𝑚𝑖𝑛) (9) 

 𝜏𝐷𝑗𝑡
𝑚𝑖𝑛 ≤ ∆𝐷𝑗𝑡 ≤ 𝜏𝐷𝑗𝑡

𝑚𝑎𝑥 (�̃�𝑖𝑡
𝑚𝑎𝑥 , �̃�𝑖𝑡

𝑚𝑖𝑛) (10) 

 ∆𝐹𝑙𝑡 ≤ 0 ∀𝑙 ∈ 𝐶𝑙+; (�̃�𝑖𝑡
𝑚𝑎𝑥) (11) 

 

 
∆𝐹𝑙𝑡 ≥ 0 ∀𝑙 ∈ 𝐶𝑙−; (�̃�𝑖𝑡

𝑚𝑖𝑛) (12) 

𝐿𝑀𝑃𝑖𝑡
𝑅𝑇 =  �̃�𝑡 + ∑ �̃�𝑙𝑡

𝑚𝑖𝑛

𝑙𝜖𝐶𝑙−

∗ 𝑆𝑙𝑖 − ∑ �̃�𝑙𝑡
𝑚𝑎𝑥

𝑙𝜖𝐶𝑙+

∗ 𝑆𝑙𝑖  (13) 
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[3,17]. The profit in ($/h) that the attacker obtains by the 

above virtual electricity trading is given by 

 

profit = ∑ ∑[𝐿𝑀𝑃𝑖𝑡
𝑅𝑇∆𝑃𝑖𝑡  − 𝐿𝑀𝑃𝑖𝑡

𝐷𝐴𝐷𝑖𝑡]

𝑇

𝑡=1

Ω𝑛

𝑖=1

+ [𝐿𝑀𝑃𝑖𝑡
𝐷𝐴𝑃𝑖𝑡 − 𝐿𝑀𝑃𝑖𝑡

𝑅𝑇∆𝐷𝑖𝑡] 

= ∑ ∑[𝐿𝑀𝑃𝑖𝑡
𝑅𝑇(∆𝑃𝑖𝑡 − ∆𝐷𝑖𝑡) + 𝐿𝑀𝑃𝑖𝑡

𝐷𝐴(𝑃𝑖𝑡 − 𝐷𝑖𝑡)]

𝑇

𝑡=1

Ω𝑛

𝑖=1

 

 

 

 

(14) 

III. POWER SYSTEM STATE ESTIMATION  

For a DC linearized lossless transmission system with 

𝑛 + 1 buses and a set 𝑀 = {1,2,3, … 𝑚} of meters. The states 

are typically bus voltages and phase angle. The meter data 

(RTU’s) typically includes real power injection, branch 

power flow in each transmission line. ‘J’ is the Jacobin 

matrix. The relationship between the meter data ‘Z’ and the 

system states X is 

𝑍 = 𝐽𝑋 + 𝑒 (15) 

Where, e is the measurement error matrix and is 

considered to follow gaussian distribution with zero mean 

and co-variance matrix R, 𝐽 ∈ 𝑅𝑚×𝑛. ‘e’ matrix represents the 

deviation of run time states from the scheduled optimal states. 

The state estimation problem is to find an estimate �̂� of state 

variable X to the best suit of the meter measurements [13,18], 

and that minimizes weighted least square error is given by 

The residual value r of the state estimator is the 

difference between observed measurement Z and the 

estimated measurement �̂�and is given by 𝑟 = 𝑍 − �̂� = (𝐼 −
𝐽𝐸)𝑍. Adding false value ∆𝑍 to Z results in change in residual 

value.  The L-2 norm of residual value is as follows  

In order to avoid being detected in the BDD procedure of 

ISO. The change in residual value (𝑟𝑛𝑒𝑤) by adding 

compromised measurement ∆𝑍 should be within the 

threshold limit ‖(𝐼 − 𝐽𝐸)∆𝑍‖2 ≤ ∈. This threshold limit is 

introduced as a constraint in the attacker’s optimization 

problem.  

IV. OPTIMAL ATTACK ON ELECTRICITY MARKETS   

Based on the state estimation and market clearing process, 

and in order to achieve the attacker’s objective of profit 

maximization, the false data is injected into the network. 

these would create congestion in the desired transmission 

line, and for this the attacker must find out optimal generation 

and load values such that the attack is stealthy and passes 

through BDD procedure. In order to obtain optimal attack 

values, the attacker needs to relate DA and RT markets with 

the RTU’s measurement data. For this the attacker considers 

network topology and physical constraints of both power 

markets in the attack problem. The attacker needs to choose 

some desirable meters that are to be compromised. 

Consequently, the attacker needs to embed the relation 

between the traded power  [𝑃𝑖𝑡 , 𝐷𝑖𝑡], DA and RT market 

LMPs i.e.,  [𝐿𝑀𝑃𝑖𝑡
𝑅𝑇 , 𝐿𝑀𝑃𝑖𝑡

𝐷𝐴] and false data injected (through 

the RTU’s). considering all the above issues, a bi-level false 

data injection attack strategy is proposed [2,15,17]. Let us 

define the 𝑍𝐷𝐴 = [𝑃𝑖𝑡 , 𝐷𝑖𝑡]  are the DA market state variables 

and 𝑍𝑅𝑇 = [∆𝑃𝑖𝑡 , ∆𝐷𝑖𝑡] as the RT market state variables. The 

attacker’s bi-level problem is interpreted as 

 
max

 ∆𝑃𝑖𝑡,∆𝐷𝑗𝑡

𝑃𝑟𝑜𝑓𝑖𝑡𝐴𝑡𝑡 

= ∑ ∑[𝐿𝑀𝑃𝑖𝑡
𝑅𝑇(∆𝑃𝑖𝑡 − ∆𝐷𝑖𝑡) + 𝐿𝑀𝑃𝑖𝑡

𝐷𝐴(𝑃𝑖𝑡 − 𝐷𝑖𝑡)]

𝑇

𝑡=1

Ω𝑛

𝑖=1

 
(21) 

S.t 

∑ 𝑈𝑚𝑡 ≤ ∁𝑎𝑡𝑡

𝑀

𝑚=1

 ∀𝑚 ∈ Ω𝑙 (22) 

 ‖(𝐼 − 𝐽𝐸)∆𝑍𝑚𝑡‖2 ≤ ∆∈ ∀𝑚 ∈ Ω𝑙 (23) 

 ∆𝑍𝑚𝑡 + ∆𝐹𝑙𝑡 + 𝐹𝑙𝑡 − 𝐹𝑙
𝑚𝑎𝑥 ≤ 0 ∀𝑚𝑙 ∈ Ω𝑙;  𝜗𝑚𝑡

𝑎  (24) 

 

∑ ∆𝐷𝑗𝑡

𝛺𝑑

𝑗=1

= 0  (25) 

 ∆𝑍𝑚𝑡

𝐹𝑙
𝑚𝑎𝑥 ≥ 𝜎 ∀𝑚, 𝑙 ∈ 𝛺𝑙 (26) 

 

∑(𝑃𝑖𝑡

𝛺𝑔

𝑖=1

− ∆𝑃𝑖𝑡) = ∑(𝐷𝑗𝑡

𝛺𝑑

𝑗=1

− ∆𝐷𝑗𝑡) (27) 

 [𝑋𝐷𝐴, 𝜆𝑡, 𝑋𝑅𝑇 , �̃�𝑡] ∈ 𝑎𝑟𝑔 𝑚𝑖𝑛 (𝑅𝐷𝐴 + 𝑅𝑅𝑇) (28) 

 
𝑆. 𝑡 {

(2) − (5)

(8) − (12)
 (29) 

 

In the above bi-level optimization problem, Eq. (21) 

governs the attacker’s objective of profit maximization. Eq. 

(22) represents, for any attack in a specific time slot, the 

attacker can compromise limited number of RTU’s (meters) 

to a predefined number(∁𝑎𝑡𝑡).  In order to take care of not 

being detected by the ISO’s BDD procedure the attacker tries 

to keep the FDI below the threshold limit (∆∈), this is shown 

in Eq. (23). Eq. (25) represents total change in the demand 

values should be equal to zero. The injected false data can 

cause overloading level greater than a given threshold 

value(i.e.), which can be ensured by constraint in Eq. (26). 

Eq. (27) puts constraint on the amount of traded power in DA 

should be equal to RT   markets. Eq. (24) ensures the injected 

false data follows KCL for power flows at a node. Eqs. (28) 

and (29) represents the lower level market clearing problem 

discussed in the section II. The main aim behind considering 

the market clearing problem is to mislead the process and 

remain undetected by the ISO.  Due to this the attacker’s 

decision-making problem turn in to bi-level optimization 

problem. In the next section, [22-23] using KKT conditions 

and strong duality constraints, the set of equations in the 

lower level problem can be turned in to MILP problem. 

Therefore, the above bi-level problem is turned in to single 

level MILP problem. 

A. Bi-level to Single level MILP conversion 

In simplifying bi-level optimization problem, Karush-

Kuhn-Tucker optimality conditions for multivariable 

inequality constrained optimization technique is used. The 

lower level problem is a convex optimization problem on its 

decision variables [22]. Therefore, the market clearing 

problem of both DA and RT markets can be replaced by the 

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛{(𝑍 − 𝐽𝑋)𝑇𝑅(𝑍 − 𝐽𝑋)} (16) 

�̂� = (𝐽𝑇𝑅−1𝐻)−1𝐽𝑇𝑅−1𝑍 ≜ 𝐸𝑍 (17) 

𝐸 = (𝐽𝑇𝑅−1𝐽)−1𝐽𝑇𝑅−1 (18) 

Estimated Z is given by �̂� = 𝐽�̂� (19) 

‖𝑟𝑛𝑒𝑤‖2 = ‖𝑍 + ∆𝑍 − 𝐽𝐸(𝑍 + ∆𝑍)‖2 

                   ≜ ‖𝑟‖2+‖(𝐼 − 𝐽𝐸)∆𝑍‖2    (20) 
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KKT optimality conditions. Moreover, the complementary 

slackness can be linearized using big M-method. This 

procedure is clearly explained in [23,24]. 

The KKT optimality conditions of the lower level market 

clearing problem is as follows  

Where 𝑈𝑖𝑡 , 𝑈𝑗𝑡 , 𝑈𝑙𝑡 ∈ {0,1}; (∀ 𝑖, 𝑗 ∈ Ω𝑔, Ω𝑑;  ∀𝑙 ∈ Ω𝑙), M 

and N are large positive integer values. Equalities from Eq. 

(30) to Eq. (33) are obtained by taking derivatives of the 

Lagrange function of the lower level problem with respect to 

the decision variables and are defined over  ∀𝑖 ∈ Ω𝑛. 

Constraints from Eq. (34) to Eq. (54) are the linearized 

complementary constraints regarding inequalities in the Eqs. 

(3)-(5) and Eq. (9)-(10). Eqs. (55) to (59) are the attacker’s 

constraints. If the attacker wants to attack any meter, then the 

faked eqs. (58) and (59) are injected into the problem as 

explained in [17]. The attacker’s objective function i.e. Eq. 

(21) is a non-linear function. [22] Using Eqs. (30) to (33), we 

linearize the Eq. (21). Therefore, the resultant single level 

MILP problem is as follows. 
Obj: max

 ∆𝑃𝑖𝑡,∆𝐷𝑗𝑡

𝑃𝑟𝑜𝑓𝑖𝑡𝐴𝑡𝑡 

= 𝐶𝑖𝑡𝑃𝑖𝑡+𝜇𝑖𝑡
𝑚𝑎𝑥𝑃𝑖𝑡

𝑚𝑎𝑥 − 𝜇𝑖𝑡
𝑚𝑖𝑛𝑃𝑖𝑡

𝑚𝑖𝑛 

            −𝐵𝑖𝑡𝐷𝑖𝑡 + 𝛾𝑖𝑡
𝑚𝑎𝑥𝐷𝑖𝑡

𝑚𝑎𝑥 − 𝛾𝑖𝑡
𝑚𝑖𝑛𝐷𝑖𝑡

𝑚𝑖𝑛 

                   +𝐶𝑖𝑡∆𝑃𝑖𝑡 + 𝜇𝑖𝑡
𝑚𝑎𝑥∆𝑃𝑖𝑡

𝑚𝑎𝑥 − 𝜇𝑖𝑡
𝑚𝑖𝑛∆𝑃𝑖𝑡

𝑚𝑖𝑛 

                        −𝐵𝑖𝑡∆𝐷𝑖𝑡 + �̃�𝑖𝑡
𝑚𝑎𝑥∆𝐷𝑖𝑡

𝑚𝑎𝑥 − �̃�𝑖𝑡
𝑚𝑖𝑛∆𝐷𝑖𝑡

𝑚𝑖𝑛 

(60) 

S.t {

𝑢𝑝𝑝𝑒𝑟 𝑙𝑒𝑣𝑒𝑙 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 𝐸𝑞. (22) − 𝐸𝑞. (27)

𝐾𝐾𝑇 𝑜𝑝𝑡𝑖𝑚𝑎𝑙𝑖𝑡𝑦  𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 𝐸𝑞. (30) − 𝐸𝑞. (54)

𝑎𝑡𝑡𝑎𝑐𝑘𝑠 𝑜𝑤𝑛 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 𝐸𝑞. (55) − 𝐸𝑞. (59)
 (61) 

V. SIMULATION RESULTS  

The proposed methodology is implemented on PJM-5 bus 

system to empirically investigate the impact of financially 

motivated FDI attacks. The relevant data is taken from the 

MATPOWER packages. 
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Fig. 1. PJM-5 Bus system.  

 As shown in Fig. 1, the PJM-5 bus system consists of 5 

generation meters, 3 load meters, and 6 branch flow 

meters.  As Power system is usually a vast network, operates 

with different zones, and will have different communication 

lines to send data to the system operator, it is difficult for an 

attacker to attack the entire system.  For any FDI attack, 

the attacker needs to estimate network parameters including 

transmission line parameters and thermal limits. The results 

for six different scenarios in which attack on five-line flow 

meters are illustrated in Fig.2 and Fig.3. In each case the 

attacker can compromise two meters, the attacker has the 

provision of attacking more meters but in the present case, the 

attacker is limited to attack two meters. Load forecast error is 

small, the injected fake data at the loads are limited to 𝜏 =
0.05 , and change in line flow limits is set to 𝜎 = 0.5. The 

large positive values M and N are set to 5 × 104  and 

1 × 104 respectively. The proposed financially motivated 

FDI attacks are implemented in GAMS software using 

𝐶𝑖𝑡 − 𝜆𝑡 + 𝜇𝑖𝑡
𝑚𝑎𝑥 − 𝜇𝑖𝑡

𝑚𝑖𝑛 + ∑ 𝑆𝑙𝑖(𝜗𝑖𝑡
𝑚𝑎𝑥 − 𝜗𝑖𝑡

𝑚𝑖𝑛) = 0

𝑙∈Ω𝑛

 (30) 

−𝐵𝑖𝑡 + 𝜆𝑡 + 𝛾𝑖𝑡
𝑚𝑎𝑥 − 𝛾𝑖𝑡

𝑚𝑖𝑛 − ∑ 𝑆𝑙𝑖(𝜗𝑖𝑡
𝑚𝑎𝑥 − 𝜗𝑖𝑡

𝑚𝑖𝑛) 𝑙∈Ω𝑛
= 0 (31) 

𝐶𝑖𝑡 − �̃�𝑡 + �̃�𝑖𝑡
𝑚𝑎𝑥 − �̃�𝑖𝑡

𝑚𝑖𝑛 + ∑ 𝑆𝑙𝑖(�̃�𝑖𝑡
𝑚𝑎𝑥 − �̃�𝑖𝑡

𝑚𝑖𝑛) = 0

𝑙∈𝐶𝑙+

 (32) 

−𝐵𝑖𝑡 + �̃�𝑡 + �̃�𝑖𝑡
𝑚𝑎𝑥 − �̃�𝑖𝑡

𝑚𝑖𝑛 − ∑ 𝑆𝑙𝑖(�̃�𝑖𝑡
𝑚𝑎𝑥 − �̃�𝑖𝑡

𝑚𝑖𝑛) = 0

𝑙∈𝐶𝑙−

 (33) 

0 ≤ 𝑃𝑖𝑡
𝑚𝑎𝑥 − 𝑃𝑖𝑡 ≤ 𝑀(1 − 𝑈𝑖𝑡) (34) 

0 ≤ ∆𝑃𝑖𝑡
𝑚𝑎𝑥 − ∆𝑃𝑖𝑡 ≤ 𝑀(1 − 𝑈𝑖𝑡) (35) 

0 ≤ 𝜇𝑖𝑡
𝑚𝑎𝑥 ≤ 𝑁(𝑈𝑖𝑡) (36) 

0 ≤ 𝜇𝑖𝑡
𝑚𝑎𝑥 ≤ 𝑁(𝑈𝑖𝑡) (37) 

0 ≤ 𝐷𝑗𝑡
𝑚𝑎𝑥 − 𝐷𝑗𝑡 ≤ 𝑀(1 − 𝑈𝑗𝑡) (38) 

0 ≤ ∆𝐷𝑗𝑡
𝑚𝑎𝑥 − ∆𝐷𝑗𝑡 ≤ 𝑀(1 − 𝑈𝑗𝑡) (39) 

0 ≤ 𝛾𝑗𝑡
𝑚𝑎𝑥 ≤ 𝑁(𝑈𝑗𝑡) (40) 

0 ≤ �̃�𝑗𝑡
𝑚𝑎𝑥 ≤ 𝑁(𝑈𝑗𝑡) (41) 

0 ≤ 𝑃𝑖𝑡 − 𝑃𝑖𝑡
𝑚𝑖𝑛 ≤ 𝑀(1 − 𝑈𝑖𝑡) (42) 

0 ≤ ∆𝑃𝑖𝑡 − ∆𝑃𝑖𝑡
𝑚𝑖𝑛 ≤ 𝑀(1 − 𝑈𝑖𝑡) (43) 

0 ≤ 𝜇𝑖𝑡
𝑚𝑖𝑛 ≤ 𝑁(𝑈𝑖𝑡) (44) 

0 ≤ 𝜇𝑖𝑡
𝑚𝑖𝑛 ≤ 𝑁(𝑈𝑖𝑡) (45) 

0 ≤ 𝐷𝑗𝑡 − 𝐷𝑗𝑡
𝑚𝑖𝑛 ≤ 𝑀(1 − 𝑈𝑗𝑡) (46) 

0 ≤ ∆𝐷𝑗𝑡 − ∆𝐷𝑗𝑡
𝑚𝑖𝑛 ≤ 𝑀(1 − 𝑈𝑗𝑡) (47) 

0 ≤ 𝛾𝑗𝑡
𝑚𝑖𝑛 ≤ 𝑁(𝑈𝑗𝑡) (48) 

0 ≤ �̃�𝑗𝑡
𝑚𝑖𝑛 ≤ 𝑁(𝑈𝑗𝑡) (49) 

0 ≤ 𝐹𝑙𝑡
𝑚𝑎𝑥 − 𝐹𝑙𝑡 ≤ 𝑀(1 − 𝑈𝑙𝑡) (50) 

0 ≤ 𝜗𝑙𝑡
𝑚𝑎𝑥 ≤ 𝑁(𝑈𝑖𝑡) (51) 

0 ≤ 𝐹𝑙𝑡 − 𝐹𝑙𝑡
𝑚𝑖𝑛 ≤ 𝑀(1 − 𝑈𝑙𝑡) (52) 

0 ≤ 𝜗𝑙𝑡
𝑚𝑖𝑛 ≤ 𝑁(𝑈𝑖𝑡) (53) 

0 ≤ �̃�𝑖𝑡
𝑚𝑎𝑥 ≤ 𝑀(1 − 𝑈𝑙𝑡) (54) 

−𝑀(1 − 𝑈𝑙𝑡) ≤ ∑ 𝑆𝑙𝑗

𝛺𝑛

𝑖=1,𝑙∈𝐶𝑙+

(∑ ∆𝑃𝑖𝑡

𝛺𝑔

𝑖=1

− ∑ ∆𝐷𝑗𝑡

𝛺𝑑

𝑗=1

) ≤ 0 (55) 

0 ≤ �̃�𝑙𝑡
𝑚𝑖𝑛 ≤ 𝑀(1 − 𝑈𝑙𝑡) (56) 

0 ≤ ∑ 𝑆𝑙𝑗

𝛺𝑛

𝑖=1,𝑙∈𝐶𝑙−

(∑ ∆𝑃𝑖𝑡

𝛺𝑔

𝑖=1

− ∑ ∆𝐷𝑗𝑡

𝛺𝑑

𝑗=1

) ≤ 𝑀(1 − 𝑈𝑙𝑡) (57) 

0 ≤ 𝜗𝑙𝑡
𝑎 ≤ 𝑀(𝑈𝑚𝑡) (58) 

−𝑀(𝑈𝑙𝑡) ≤ ∆𝑍𝑚𝑡 + ∆𝐹𝑙𝑡 + 𝐹𝑙𝑡 − 𝐹𝑙
𝑚𝑎𝑥 ≤ 0 (59) 
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CLPEX solver on a PC with an Intel i5 3.6GHZ CPU and 8-

GB RAM.  

A. Financial investigation of the attack on meters (RTU’s): 

In this section, change in LMPs during different attack 

scenarios is demonstrated, there are 6 potential line flow 

meters and all the meters can be compromised. Under no 

attack condition. Line-6 is congested between buses 4 and 5. 

The participant(attacker) in the market buy power from cheap 

generating stations in the DA market and sell it for higher 

prices in the RT market. For example, a market 

participant(attacker) wants to make profits, buys 24MW of 

power at 31.61 ($/ MW h) from generating plant-5 at bus-5 

in the DA market and sells the same amount of power at 

different bus numbers wherever LMP is high. It is assumed 

that the participant (attacker) sells the power at bus-1 at 49($/ 

MWh). The total profit gained by the attacker is 

24𝑀𝑊 (49 − 31.61) $/𝑀𝑊ℎ = 417.39$/ℎr. So, behind 

any attack made by the attacker, there is financial motivation. 

In order to successfully launch finically motivated FDIs the 

attacker need to change the congestion pattern in the system. 

This can be achieved by compromised power flow meters. 

Therefore, for any attack in a time period, the attacker needs 

to run the optimization problem in Eqs. (60) – (61).    

 

Fig. 2. Electricity Market prices (LMPs) in DA market with and without 

attack at individual bus number for 6 scenarios (L4-L1, L4-L5 are super 

imposed with L4-L6) 

 

Fig. 3. Electricity Market prices (LMPs) in RT market with and without 

attack at individual bus number  

 In the first case the attacker compromise line-4 and line-1 

meters. As a result, the congested line-6 between bus 4 and 5 

is relived and there is no congestion in the system. This leads 

to the same LMPs at every bus. Similarly, in another 

case when the attacker tries to compromise line-4 and line-3 

meters, it is observed that line-6 is again congested, as a 

result, there will be different LMP’s at each bus as shown in 

Fig.2. Hence during this attack, the attacker buys power in 

DAM and sells in RTM. Power flow meter values with and 

without attack are presented in Table-II. Based on the LMP’s 

in the DA market the attacker decides to buy/sell the power 

in the RT. In most cases, the attacker tries to remove 

congestion in the DA market, in order to mitigate the risk of 

getting financial loss.  From Fig. 3 it can be observed that 

under the attack by compromising line-4 and line-1 meters, 

the attacker will obtain loss as the difference between DA and 

RT market prices is negative. During this period the attacker 

tries to sell his power at bus-4 in the RT market as LMPs are 

the same in both markets. Here the attacker is out of risk from 

financial losses. 

 When the attacker tries to compromise line-4 and line-

2 meters in the DA market, the LMPs at each bus are same 

but higher compared to the other. In this case, the attacker 

compromised the meters such that the generator-4 which is 

costly compared to the other generators are made to 

dispatch.  Consequently, in the RT market during the same 

attack, the LMP’s at each bus are higher compared to the 

other cases. This provides proof for the best-attacking 

strategy. Also, it can be observed that the attacker needs to 

compromise line-4 meter for every attack in order to obtain 

optimal attack vector and from Fig. 2 and Fig. 3 it can be 

observed that change in LMP’s at bus-4 in both DA and RT 

market is very less compared to the other variations in the 

LMP’s. This provides a chance for the attacker to avoid the 

risk of getting financial loss.  

 

Fig. 4. Electricity generation  under attack and no attack conditions (base 

value = 100MW) 

 

Fig. 5. Electricity Demand values under attack and no attack condition  
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The generation and demand variations in the DA market 

are depicted by Figs.4, 5 respectively. The generation at bus-

1 under no-attack and attacking conditions are the same. But, 

under the attack conditions, the generation at bus-3 and bus-

5 are varied. This reveals that the generating meters at bus-3 

and bus-5 are more vulnerable compared to the meters at bus-

1 and bus-4. This shows that the attacker prefers to buy/sell 

power at these buses more often compared to other meters to 

gain financial benefits.   

TABLE II.  POWER FLOW METERS (MW) UNDER ATTACK AND NO ATTACK 

CONDITIONS  

∁𝒂𝒕𝒕 L1  L2  L3  L4  L5  L6  

No 

Attack 
222.8 152.71 -165.60 -27.107 -44.714 -192.00 

L4-L1 85 124.25 0 -164.25 105.74 -127.14 

L4-L2 73.32 96.23 40.44 -176.67 93.32 -89.73 

L4-L3 192 157.95 -140.76 -57.18 0 -192 

L4-L5 92.44 117.55 0 -157.55 90.11 -120.28 

L4-L6 85 124.25 0 -164.25 105.74 -127.14 

 

The demand variations at bus-2 and bus-3 are seen 

for both attacking conditions. So, the attacker may prefer to 

buy at these buses. But the change in the demands is observed 

at bus 4, here the attacker tries to buy the power at this bus. It 

has transpired from the above scenarios that the attacker will 

be interested to compromise the flow meters of line-3, line-5, 

and line-6 along line-4. All these lines form node at bus 4. 

Hence bus-4 is more vulnerable to the attack.  Compromising 

the above meters in the specified combination will result in 

financial profits in each case. The presented model can be 

extended to attack more than two meters. This increases the 

change in error in Eq. (23). As a result, the probability of 

launching a stealthy attack may be reduced. 

VI. CONCLUSION 

       In this paper, model of cyber-attack to the electricity 

markets considering PJM- 5-bus system has been formulated 

and investigated with manipulation of RTU’s data as a MILP 

problem. The attacker has been considered as a virtual bidder 

in the market, and the attacker’s objective of profit 

maximization has been realized considering ISO market-

clearing problems in DA as well as   RT markets. The 

simulation results have explicitly revealed the dependency of 

market prices on state variables and false data and exposed 

the weak points in the system (as in the above results line flow 

meter. It has transpired that the attacker leads the market-

clearing problem to gain consistent financial benefits. This 

provides the system operator to improve the security at 

vulnerable points.  However, appropriate mitigation 

strategies along with the study on the sensitivity of state 

estimation will be taken up as future work. 
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Abstract— Utilities are looking for cost-effective solutions to 

improve the grid's power quality and stability. Applications 

of FACTS devices provide a popular and proven solution to 

reactive power compensation, mitigating grid instability, 

improving power quality and voltage stability. Amongst a 

plethora of FACTS devices, shunt controllers are the most 

sought-after power controllers in which the power 

electronics-based Static Synchronous Compensators or 

STATCOM is the popular state-of-the-art technology. The 

increasing penetration of distributed RE (DRE) based 

electricity generation plays a crucial role in supplying power 

to loads in remote areas, especially where the main grid 

system is inaccessible. Such areas are frequently suffering the 

problems of reliable power supply, power quality, and voltage 

instability. The Utilization of smart inverters based on 

dynamic reactive power compensation by Distributed-

STATCOM (D-STATCOM) has enabled to qualitatively 

improve the end-user requirements in the electricity 

distribution system. The design and behavior of a simple filter 

assisted D-STATCOM for reactive power compensation 

during variation of inductive loads is the topic of this paper. 

A cost-effective +200kVAr D-STATCOM armed with a novel 

output filter and improved PI controller employing the pulse 

width modulated (PWM) technique to IGBT based Voltage 

Source Converter is proposed to compensate reactive power 

requirement of loads and to improve transient and dynamic 

stability, limiting harmonic distortion within standard IEEE-

519 limits.  The proposed STATCOM design is simulated in 

Simulink/MATLAB, which confirms its satisfying dynamic 

reactive power compensation capabilities and low level of 

harmonic distortion. 

Keywords—FACTS, D-STATCOM, VSC, PI, reactive power 

compensation, PWM, DRE, TDD 

I. INTRODUCTION  

The majority of transmission networks today are AC 
networks, and some main characteristics of ideal AC grid 
networks include nominal system voltage, unity power 
factor, and smooth sinusoids of voltage and current[1]. 
Spikes, harmonics, notches, noise, voltage sags or 
swelling and flickers are the main power quality  

 
problems that are borne because of rush load, fast 
switching, lighting, etc. which in turn lead to 
perturbations in the AC grid. Therefore there is a 
profound necessity for power flow control in power 
systems[2]–[4]. 
   FACTS controllers maintain voltage profile through 
reactive power compensation which leads to voltage 
regulation. The need for more transmission lines is 
minimized to exchange power economically and reliably 
in neighboring utilities [1]–[5].The primary objectives in 
distribution are voltage regulation for loads and power 
quality [7], [8]. 

STATCOM is an active and very fast acting shunt 
controller similar to a controllable reactive current 
source; its reactive current will rapidly follow changes in 
the load reactive current and automatically compensate 
the reactive power required by the grid system, meeting 
specific grid harmonic requirements.[1], [3], [8], [10]. 
Due to its DC-link capacitor, real power can be 
exchanged with the AC system by switching power 
converters with the support of an adequate DC power 
source. During a power outage, the STATCOM reacts 
rapidly by surging output that improves the real power 
transmitted to the consumer thus minimizing the post-
fault effects. On fault clearance, reactive loads come 
back online and cause voltage sag which it responds 
rapidly by supplying the necessary reactive power to 
boost voltage and prevent under-voltage conditions. 
With STATCOM systems, grid operators gain fast 
accurate control of the reactive power all with minimal 
infrastructure investment and low environmental 
impact[8].The use of VSC opens the avenue for 
multilevel topologies, and increasing pulse order  
improves its features [11], [13]. For effective power 
controllability, near to the ideal fundamental frequency 
voltage is obtained by low pass filtering. It allows to 
manage both reactive and active power 
independently[13]. 



II. ARCHITECTURE AND OPERATING PRINCIPLE OF STATCOM 

   The STATCOMS are utilized both in power transmission 
and distribution grids and categorized into T-STATCOMS 
and D-STATCOMS respectively. The D-STATCOM is 
rated up to 5MVAr [8], [10] and  IGBTs are the matured  
technology being  operated at PWM mode.   
Generally, in a STATCOM as shown in Fig 2.1; Voltage 
Source Converter, DC-link capacitor, filter, and coupling 
transformer are the main components. As indicated in the 
single line diagram. STATCOM is connected as a shunt 
controller to a transmission system, where �� is the voltage 
produced by a three-phase power supply, �� is the voltage 
of the bus connected as an interface between STATCOM, 
Source and Load where ���  is the voltage generated by 
(STATCOM) generating as current ���  flowing through 
reactance �� to supply or absorb reactive power as per Eq 
(2.1). The three voltage and current phasors are shown in 
Eq (2.2). The active power and reactive power to be 
generated by the compensator                                                  are 
defined in Eq (2.3) and Eq (2.4); the reactive power 
generated shall be meeting the load demand and active 
power should be almost zero (neglecting losses due to 
switching)[2], [3], [14]. 

Ish = 
VSh- Vt

jXt

                                                                    (2.1) 

V = 
Va

Vb

Vc

�; VSh = 
VaSh

VbSh

VcSh

�; ISh = 
ISha

IShb

IShc

�                            (2.2) 

PSh = -VtVSh ∙ sin�θt- θSh /Xt              (2.3)           Q
Sh

 = Vt (VSh ∙ cos�θt- θSh - Vt) /Xt                            (2.4) 

V- VSh= RShISh +  LSh

dISh

dt
                                     (2.5)     

Vd- VSh d= RSh · ISh d+ LSh

dISh d 

dt
- LSh· ω · ISh q              (2.6) 

Vq- VSh q= RSh · ISh q+ LSh

dISh q

dt
- LSh· ω · ISh d               (2.7) 

 

 The STATCOM design is based on controlling the power 
compensation ability of STATCOM by controlling the d-
axis voltages and q-axis voltages [14] as depicted in Eq (2.6) 
and Eq (2.7). 

 

 

Fig. 2.1.   Single line diagram of STATCOM in the transmission system  

 The STATCOM’s V-I characteristics as shown in Fig 2.2 
elucidates the degrees of compensation independence (in 
capacitive and inductive mode); which primarily depends on 
the AC-system voltage and the converter voltage. Over the 
rated maximum capacitive or inductive range, it can regulate 
its output current. Since it is capable of delivering a reactive 
current regardless of the network voltage, it can provide the 
highest inductive or capacitive current even at low voltage 

during sudden voltage collapse. The permissible converter’s 
switches junction temperature regulates the device's 
transient rating in the inductive and area  [1], [8], [14]. 
 

 
Fig. 2.2.   V-I characteristics of STATCOM  

The converter switches provide an interface for directly 
connecting the AC-output circuit to the DC-input circuit, 
thereby equalizing their net instantaneous power. The 
converter generates a circulating reactive-power that is 
exchanged among the phases. The power exchange occurs 
between the converter and systems’ AC-terminals by 
utilizing the reactive power absorbed /or supplied by the 
capacitor[2], [3], [15].The DC capacitor not only provides 
circulating current paths but also provides a stiff voltage 
source. [2], [8]. The voltage difference between the voltage 
bus and the STATCOM determines reactive power 
exchange. The capacitor voltage is varied in order to 
change the amplitude of the output voltages as per the basic 
principles of STATCOM operation [2]. Thus, the 
magnitude and phase angle of the output voltage can be 
regulated.  
 PWM switching applied on IGBT converters can reduce 
harmonics. The output voltage can be regulated by varying 
voltage pulse width. The modulation frequency pushes the 
resulting harmonic content into the kHz range thereby 
making filter construction cost-effective. PWM can 
prevent fault current from entering the VSCs during 
transient conditions triggered by line faults. Therefore, the 
STATCOM can withstand AC transients without being 
blocked [5], [13].The fast switching action by supplying 
appropriate PWM  gate signals and switching  off through 
zero or negative gate signals makes IGBT easy to control 
and therefore used in D-STATCOMS [5], [8], [14]. The 
PWM signals fed into the convertor are generated by the 
control circuit which is driven by error signals which are 
controlled using PI controllers [17]. 

Fuzzy logic controllers (FLC) in combination with 
conventional PI-controllers are also used in STATCOM to 
obtain improved performance of the compensator. Such 
FLC  does not require any mathematical formulation and is 
formulated based on rule based algorithm, linguistic 
variable and inference system guided by a set of 
membership functions  [2], [18].  
Among the various control strategies adopted in 
STATCOM [8] , the indirect current control theory (using 
instantaneous PQ theory) is chosen as the base algorithm  



 
to design the control circuit for D-STATCOM which 
involves direct-axis and   quadrature-axis load current and 
voltage values for generating error signals under Phase 
Locked Loop control. The PLL is used for tracking the line 
frequency based on the PI controller and the Park’s 
transformation. The stationary reference frame is used to 
obtain an accurate synchronization to the grid [5], [15]. 

III. DESIGN 

IGBT is a combination of MOSFET topology with an 
insulated gate leading high voltage and current carrying 
capability. It is a majority carrier device which turns on by 
applying a positive base voltage to the channel. They are 
commutated by anti-parallel diodes, a bilayer fabrication of 
p-type and n-type semiconductors. It is a bi-terminal device 
that allows unidirectional current flow and blocks reverse 
currents. These are primarily used to rectify alternating 
current, suppress voltage spikes and have fast operation. 
Voltage ratings range from 50V-5kV and current ratings 
range from 1 A to 3500A [1] 

The block model of the proposed filter assisted 6-pulse 
PWM VSC IGBT based +200kVAr D-STATCOM design 
using indirect current control technique is presented in Fig. 
3.1. The corresponding SIMULINK model for operating the 
device at grid frequency of   50 Hz is shown in Fig 3.2.   The 
circuit design is comprising of four sections as depicted 
below. 

 
1. Power Circuit:  

 

   This circuit consists of a 415V three phase AC supply 
connected with variable R-L load at the voltage bus which is 
connected to the STATCOM shunted by the LCL filter.  
 

 
 
     Fig. 3.1. D-STATCOM diagram using Indirect Current Control technique 

 

a. Capacitor Design: 

 

The capacitor voltage rating (Vdc) is calculated on the basis 
of maximum DC-bus voltage and PWM switching strategy 
to ensure low ripple currents using the following equations. 

VDC = 2 · Vll · √2 

m · √3
                     (3.1) 

IRMS = 
kVAr⨯10

3

√3⨯Vll
                                      (3.2) 

C=0.6124⨯ IRMS

fSW⨯∆V
F          (3.3)  

where, Vll (supply line voltage) = 415V, m=modulation index 
(84.7%), Vdc=800V, ∆V = ripple voltage (1%) 
 
 Using Eq (3.2), the rms current is calculated as 278 A for the 
proposed 200kVAr rated D-STATCOM. 
 
Considering the safety margin, 1000V is chosen as the 
voltage rating of the DC bus. Using Eq. (3.3), where   ∆V = 
ripple voltage= 1% of 800V=8V and f

sw
 = 10kHz (PWM 

switching frequency), and capacitor rating= 2130µF.  Two 
4260µF, 500V  capacitors being readily available are 
considered in series [15]. 

b. LCL Filter Design: 

 

The designing a low pass filter as LCL filter filters out high 
frequency harmonics, assuming current fluctuation of 8.5% 
on account of very low ripples produced by the D-
STATCOM and a base capacitance (Cb) of 2000 µF. The 
design parameters are worked out by using the following 
equations: 

Imax = Irms.√2          (3.3) 

∆ILmax = 8.5% ∙ Imax           (3.4) 

L1 = VDC

6 · fsw · ∆ILmax
         (3.5) 

Cf = 0.05 ∙ Cb         (3.6) 

As per the calculation Imax=393.15A; ∆ILmax= 33.418A; With 
these values, inductance connected to the converter (L1 = 500 
micro henry) and filter capacitance �C

f
 = 100 µF) are 

calculated.  

ωres = � L1+ L2

L1· L2 · Cf
  ;     f

res
 = 

ωres

2π
 ;                                  (3.7)   

10f
g
 < f

res
 < 0.5f

sw
                                                (3.8) 

The value of L2 (inductor connected to voltage bus) is 
calculated to be 272µF using Eq 3.7 and frequency 
limitations as presented in Eq 3.8 [19]. 

 
 
 



Fig. 3.2 Simulink model of 6-pulse STATCOM  
 
2. Transformation block: 
 

This transformation block shown in Fig. 3.2 receives 
voltage and current values of AC supply and load, and using 
the synchronous frequency generated by the PL loop, it 
produces instantaneous quadrature and direct axis voltages 
and currents based on the Park’s and Clarke’s transformation. 

 
3. Control Circuit: 
 

   The control circuit is designed based on an indirect current 
control approach and instantaneous PQ theory principle. 
Revised d-axis and q-axis voltages are calculated using two 
controller circuits viz. direct and quadrature axis voltage 
controllers as shown in Fig.3.3 and Fig.3.4. The voltage 
controller compares the instantaneous voltage of the DC – 
link capacitor with a reference value set at 800V. The error is 
amplified by a tuned PI controller which is then fed into the 
(ID) direct axis current controller and compared with source 
and load ID current; this error is amplified by PI block and 
further undergoes signal conditioning to produce revised d-
axis voltage. The current measurement block compares the 
instantaneous q-axis current with the reference load q-axis 
current which is modified and amplified to generate the 

revised q- axis voltage. 
 

 
Fig.3.3. D-axis voltage controller circuit design    
 

 
Fig.3.4. Q-axis voltage controller circuit design 

 
4. Pulse Width Modulation Block: 
 

   The ‘sine-triangle' method, in which a triangle waveform is 
superimposed on reference three-phase sinusoidal 
waveforms, is used. The switches are triggered once the 
carrier triangle waveform crosses the reference sinusoidal 
waveform, this block uses the revised d-q voltages to  

 
 
produce the revised 3- phase reference voltages which are 
used to generate PWM gate pulses fed to the IGBT switches 
of   D-STATCOM [5]. 
 

IV. RESULT AND DISCUSSION 

  Fig.4.1 exhibits the quantum of reactive power 
compensation provided by the proposed D-STATCOM 
corresponding to R-L loads of 200kW, 300 kW and 400kW 
with its power factors ranging from 0.9 to 0.95. 
 

 
Fig. 4.1.   Reactive power compensation at various R-L loads   
 
It is noted that the D-STATCOM compensates effectively the 
load reactive power requirement at different load power 
factors and the quantum of compensation is given in Table- 
II. 
 
 Fig 4.2 explains the TDD characteristics at various R-L loads 
and it is observed that the system design fairly eliminates 
current harmonics at high loads and low power factors with 
TDD values ranging within acceptable level [20] from 2.99% 
to 4.6%.  
 

  
Fig.4.2.   Current THD at various R-L loads 



The harmonics reduction happens to be due to the LCL filter 
which enables to  reduce the dominant 5th and 7th harmonics 
as shown in Fig 4.3. The TDD is 2.99% at 400kW (0.9 pf)  
whereas without the filter, TDD surges to 115.71% . The LCL 
therefore reduces TDD by approximately 97.4%. The 
reduction in 5th and 7th order harmonics are mentioned in 
Table-III at various loads . 
 

 
Fig. 4.3. TDD of inverter current using LCL filter 
    

                           
Fig. 4.4. TDD of inverter current without using LCL filter   
  

Fig. 4.5.   Three phase supply voltage waveforms (Vabc) 

Fig. 4.6.   Three phase supply current waveform (Iabc) 

Fig 4.5 is the three-phase voltage waveform of supply voltage 
which attains a peak value at 338V. Fig 4.6 explains the three 
phase current waveforms which attains peak value of 800A 
and is nearly in phase with supply voltage. 

  
Fig. 4.7. Three phase converter current waveform(Iinv)     

Fig. 4.8. Three phase load current waveform (ILoad) 

The converter current waveform shown in Fig 4.7 attains 
steady state at approximately 0.27s with steady state value of 
390A. From Fig 4.8, it is observed the proposed D-
STATCOM operates at 0.9 pf; Iinv lags ILoad by a very small 
margin as observed at time intervals 0.2s and 0.25s.  

The DC voltage waveform shown in Fig 4.9 attains an 
overshoot of 1620V at 12ms and settles at approximately 
0.23s at 800V. The ripple factor of this waveform is [(804-
796)/800] *100 = 1%.  

Fig 4.9.   DC Voltage waveform (VDC) 

 
Fig 4.10 displays exclusively the three-phase voltage 

waveform of the 6-pulse IGBT-VSC based D-STATCOM 
operating at switching frequency of 10kHz. The gate signals 
are generated from Sinusoidal Pulse Signal Generator, and 
the voltage waveform settles at approximately 0.23s at 521V. 
Due to almost negligible reactance between    converter and 
the source, the waveform is nearly in phase with the supply 
voltage. 
 

 
Fig. 4.10.   Three phase converter voltage waveforms (Vinv) 
 

    



   The active (P) and reactive (Q) power components in 
respect of d- axis and q-axis voltage and current are defined 
by the following equations: 
 

P = 
3

2
(VdId + VqIq)        (4.1) 

Q = 
3

2
(VqId - VdIq)        (4.2) 

 

  Fig 4.11 shows the d-axis current component which is 
approximately zero at steady state. The q-axis current 
waveforms as depicted in Fig 4.12, attains steady state value 
of 400A at 0.21s. The d-axis voltage waveform attains a 
steady state value of -338V in 2.5ms as indicated in Fig 4.13 
(since the load is inductive and D-STATCOM shall be 
supplying reactive power). The q-axis voltage waveform 
settles to zero in 3ms as displayed in Fig 4.14 indicating 
thereby the fast response of the  circuit to attain steady state 
in about one cycle (20ms) [15]. 
 

 
Fig. 4.11.   D-axis current waveform 
 

 
Fig. 4.12.   Q-axis current waveform 
 
 

 
Fig. 4.13.   D-axis voltage waveform 
 
 

 
Fig. 4.14.   Q-axis voltage waveform 

TABLE I. DESIGN PARAMETERS OF A STATCOM 

DEVICE PARAMETERS VALUES  

SOURCE 

Source volatge  415V 
Configuration  Y type 
Source resistance 1 µΩ 
Source inductance  1 µH 
Phase angle  0 degrees 
System frequency  50 Hz 

CONVERTER 

Power switch 
internal resistance 

1mΩ 

Snubber resistance 1MΩ 
Switching frequency 10kHz 
Capacitor rating Two 4260µF in 

series 
Capacitor resistance 1mΩ 

FILTER 

L1 500 µH 
L2 272 µH 
Cf 100 µF 
fres(Hz) 1200Hz 

PI 

CONTROLLE

R GAINS 

 

DC VOLTAGE            
CONTROLLER 
(KP,KI) 

(5,200) 

OUTPUT 
CURRENT 
CONTROLLER 
(KP,KI) 

(25,500) 

INPUT Q-AXIS 
CURRENT 
CONTROLLER 
(KP,KI) 

(25,500) 

    

TABLE II. TABULAR PRESENTATION OF SIMULATION RESULTS 
 

LOAD 

DEMAND 

(kW) 

POWER 

FACTOR 

(p.f) 

Q 

SUPPLIED 

BY 

STATCOM    

(kVAR) 

PERCENTAGE 

COMPENSATION 

(%) 

CURRENT 

TDD                 

(%) 

 
200kW 

0.90 95.83 98.932 3.33% 
0.92 85.02 99.788 3.71% 
0.95 65.70 99.944 4.64% 

 
300kW 

0.90 142.80 98.280 3.05% 
0.92 126.39 98.897 3.34% 
0.95 97.59 98.971 3.73% 

 
400kW 

0.90 187.79 96.934 2.99% 
0.92 167.40 98.240 3.13% 
0.95 129.40 98.422 3.22% 

TABLE III. TABULAR PRESENTATION OF HARMONICS WITH AND 
WITHOUT LCL FILTER AT VARIOUS LOADS 

LOAD  

  (kW) 

POWE

R 

FACT

OR  

(p.f) 

WITH LCL FILTER WITHOUT LCL FILTER 

TDD 5TH 

Harm  

7th  

Harm

.  

TDD 5TH  

Harm

.  

7TH  

Harm.  

200kW 0.9 3.33% 0.07% 0.145
% 

164.55
% 

21% 11% 

0.95 4.64% 0.4% 0.25% 169.68 22% 12% 
300kW 0.9 3.05% 0.8% 0.5% 131.33 15% 7% 

0.95 3.73% 1.5% 0.7% 135.63 16% 8% 
400kW 0.9 2.99% 1.4% 0.55% 115.71

% 
11% 5% 

0.95 3.22% 1.8% 0.8% 119.86
% 

12% 6% 

 

V. CONCLUSION 

   This paper has provided a simple approach to design and 
modeling of + 200 kVAr D-Stacom using 6-pulse IGBT 
based VSC triggered with 10kHz PWM gate signals, and use 
of a low pass LCL filter. The device has been simulated in 
MATLAB/Simulink platform for reactive power 



compensation to the varying inductive loads. The results 
validate the fast response of the compensator for load reactive 
power balancing in electrical network. With the proposed 
design of the LCL filter and the compensator, the current 
TDD level has also been maintained as stipulated in IEEE-
519 standards [20]. A prototype development of the proposed 
model can be undertaken and tested for validation as next 
phase of work. Further scope of improvement in the 
performance of STATCOM can be studied and modeled 
through multi-staging converter topologies and self-adaptive 
controllers like AI controller for versatile applications in 
transmission and distribution networks.   
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Abstract—Forest Fire is one of the most frequent types of 

natural disasters. It represents a significant danger to not 

only the environment but to human existence as well. 

Therefore, its early detection is of prime importance. The 

scope of application of traditional fire detection systems 

is restricted by a variety of factors such as financial, 

material resource, and trained labor constraints which 

reduces its efficacy in fire detection. This paper deals with 

counteracting the disadvantages associated with 

traditional fire detection systems by employing a Zigbee-

based Wireless Sensor Network system that detects forest 

fires and notifies the concerned authorities using GSM. It 

consists of two main modules. First, the Transmitter-End 

module, located in the forest area which records the real-

time temperature and gas value parameters using an 

LM35 temperature sensor and an MQ-2 smoke sensor. 

Since grid supply at the forest area is inaccessible a 12V, 

5W photo-voltaic panel is used to power the transmitter-

end module. Second, the Receiver-End module which is 

located at the control center. This system can monitor and 

transmit the temperature and gas values to the control 

center and send a text alert if the recorded value exceeds 

the threshold value. 

 
Keywords—Zigbee, GSM, fire detection, temperature, 

smoke, forest fire, WSN 

 

                             I. INTRODUCTION 

Fire is a natural phenomenon that has proved to be crucial for 

the survival of mankind. Man has relied on it for centuries for 

their everyday tasks and utilized it as a source of fuel for 

cooking, heating, and light. However uncontrolled fire can 

pose a major threat to human existence and property, in the 

form of forest fires, household fire accidents, etc. Globally, 9 

mi11ion fire incidents and 1.2 1akh mortalities were recorded 

according to a 195-nation ana1ysis by G1oba1 Disease 

Burden, and out of these incidents, India recorded 1.6 mi11ion 

fires and 27,027 mortalities, making every 5th fire-re1ated 

death in the wor1d occurring in India [1].  

Therefore, it is essential to have a fire detection system that 

can detect fires and alert the concerned authorities. A fire 

detection system provides an early warning signal for a fire 

outbreak after detecting a fire. At present patrolling, 

surveillance, observation from watchtowers, and satellite 

monitoring serve as prevention methods used for the 

detection of forest fires [2]. Patrolling and observation via 

watchtowers is easy and viable but multiple limitations are 

associated with it due to financial, material resource, and 

trained labour constraints. Similarly, satellite monitoring has 

restricted application due to its long scanning cycles, high 

cost, and poor resolutions [3]. To equilibrate these limitations 

associated with traditional forest fire monitoring systems, a 

Zigbee-based WSN (Wireless Sensor Network) system has 

been proposed. Zigbee is a 1ow-power, 1ow-cost 

specification used for wireless communication [4]. This 

system can monitor and transmit real-time temperature and 

gas values to the monitoring centre and send an alert if the 

recorded value exceeds the threshold value [5]. The proposed 

system uses an LM35 Temperature sensor and an MQ-2 

smoke sensor to monitor the real-time temperature and gas 

value parameters. GSM and Zigbee are used for wireless 

communication between the transmitter-end module and the 

receiver-end module. 

I. LITERATURE SURVEY 

 

Innumerab1e so1utions are proposed and app1ied for so1ving 

the prob1ems associated with forest fires. The most usual 

systems utilized in the fie1d work are video survei11ance 

structures. Video cameras are sensitive to smoke and are most 
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effective in the daytime [2]. Fire-sensitive cameras in the 

dark, the usage of IR therma1 imaging cameras for warmth 

f1ux detection, and the usage of backscattering of 1aser 1ight 

are used to locate the smoke partic1es. This fire a1ert gadget 

has a few 1imitations due to environmenta1 situations 1ike dirt 

partic1es, mist, and shadows [3]. Another technique is a 

computerized photo capturing of fires in the woodland. 

Capturing is often finished through the cameras which can be 

located on top of towers. [4] Proposed a system where a 

coverage view of the forest was offered, and then the captured 

photos are processed by the usage of a program or MATLAB 

simu1ation and matched with references taken at starting 

stage. This alert gadget has a predicament of fake warning 

rates and visible cameras mounted on watchtowers are of 

excessive cost. Another technique of fire detection is through 

the usage of a sate11ite. The base station co11ects the data 

despatched through the sate11ite and runs an a1gorithm to 

acknowledge the facts. An Advanced Very High-Resolution 

Radiometer (AVHRR) is used to detect the presence of Hot 

Spots after the raw data from the satellite(s) is processed. This 

system is greatly affected by the presence of clouds [2]. 
[5] proposed, a forest fire closed-circuit through the usage of 

a Wi-Fi sensor network. WSN detects humidity and the 

software analyses the accumulated information. In this 

methodology, there are a few losses of data throughout the 

communication. According to the paper published by J. 

Zhang, W. Li, N. Han, and J. Kan, a  proposal for a fire 

detection approach that's primarily based on effective device 

knowledge and deep know1edge of a1gorithms was 

introduced [6]. Both sensor data, as well as image data 

records, were used for forest fire prevention. [7] proposed an 

imp1ementation technique of inte11igent smoke alarm 

devices, such as sensor network, c1assification a1gorithm, and 

visible interface. Then, the trouble of 1ow precision of 

conventional smoke alarms is evident. The experimental 

consequences display that, based on the proposed inte11igent 

smoke a1arm device, the air conditions and the chance of fake 

a1arms may be reduced. In the future, they can try and 

discover extra varieties of smog withinside the equal sensor 

device. 

II. ZIGBEE  

 

ZigBee is an IEEE 802.15.4 based, 1ow-power, 1ow- 

information rate supporting remote systems administration 

standard that is essentially utilized in two-path 

correspondences between sensors and contro1 framework [8]. 

A modest survey on this technology[8-23] has been carried 

out in the context of the propose research work. Briefly, it has 

a short correspondence range of 10 to 100 meters similar to 

Wi-Fi and Bluetooth. ZigBee Technology upholds the 

movement of basic information, un1ike Wi-Fi and Bluetooth 

which supports the exchange of comp1ex construction 1ike 

media, programming, and so forth. It upholds a low 

information pace of around 250 kbps [9]. The working 

frequencies for the Zigbee protocol are 868 MHz, 915 MHz, 

and 2.4 GHz. This techno1ogy is uti1ized principally for 

applications that require 1ow force, ease, and 1ow 

information rate. This network protoco1 observes IEEE 

802.15.4 norms for Physica1 (PHY) and Medium Access 

Contro1 (MAC) 1ayers, alongside its Network (NWK) and 

App1ication (APL) 1ayers (Fig.1) [10].  

 

 

 
            Fig. 1 Zigbee architecture 

 

Each layer is  having the functionalities as explained below: 

 

1. Physical layer: It is the most minimal convention 1ayer, 

which is answerable for managing and actuating the radio -

handset, and furthermore for choosing and checking the 

channe1 recurrence [11]. It is 1ikewise answerable to radio 

gadgets for correspondence. Correspondence of information 

or orders is finished by utilizing Packets. Each PHY Packet 

comprises a Synchronization Header (SHR) (responsible for 

receiver synchronization), Physica1 Header (PHR) 

(accommodates data about Frame 1ength), and PHY pay1oad 

(given by upper 1ayers as a casing and incorporates 

information or order). 

 

2. Medium Access Control or MAC Layer: It goes about 

as an interface between the Physical Layer and the Network 

1ayers. It is answerable for the age of Beacons and the 

synchronization of gadgets in the Beacon-empowered 

organization [12]. A MAC frame can be a Beacon Frame 

(utilized by the Coordinator to send Beacons), Data Frame, 

Acknow1edge Frame, or Command Frame. It comprises a 

MAC Header (accommodates data regarding security and), 

Variable-1ength size MAC Pay1oad (contains information or 

order), and a MAC Footer (accommodates 16-digit Frame 

check arrangement for information confirmation) [10]. 

 

3. Network Layer: This 1ayer associates the App1ication 

1ayer with the MAC 1ayer. It deals with network 

development and routing. It sets up another network and 

chooses the network topology. The NWK frame comprises 

the NWK Header and NWK Payload. The Header contains 

data concerning network 1evel control. The NWK Payload 

contains the App1ication sub1ayer outline [13][14]. 

 

4. Application Support Sub Layer: It uses App1ication 

Support Data Entity and App1ication Support Management 

Entity to provide a bunch of services to the app1ication and 

network 1ayers. This information is received via separate 

Service Access Points (SAP) [15]. 

 

5. Application Layer: It is the highest 1ayer in the network. 

It is 1iable for facilitating the app1ication objects that hold 

client app1ications and ZigBee Device Objects (ZDOs). A 

solitary ZigBee gadget can accommodate up to 240 

app1ication objects that contro1s and dea1s with the 

convention 1ayers [10]. Every app1ication item can comprise 

one app1ication profi1e or program, created by the client or 

the ZigBee collusion. The app1ication profi1e is answerable 



for the transmission and gathering of information in the 

organization. The kind of gadgets and capacity of every 

gadget is characterized in an  app1ication profi1e [13]. The 

ZDOs go about as an interface amongst app1ication objects, 

gadget profi1es, and the app1ication sub-1ayer. 

ZigBee is exceedingly better when compared to some other 

advanced technologies 1ike Bluetooth, Bluetooth LE, Wi-Fi, 

and Home RF. Comparison based on different technical 

aspects between Zigbee and these technologies[16-17] has 

been given in Table1.    

       

          Table. 1 Comparison of Zigbee with other technologies 

 

III. SYSTEM DEVELOPMENT 

 

The proposed system consists of two modules: First is the 

Transmitter-End module which is located at the forest area to 

provide real-time temperature and gas value parameters 

recorded by the sensors and, second is the Receiver-End 

module which is located at the control center to monitor these 

parameters [18]. The Transmitter-End module (Fig. 2 and 5) 

is the primary unit of this system. It consists of an LM35 

Temperature sensor and an MQ-2 smoke sensor to monitor 

the environmental conditions at the site [3]. A 16x2 LCD is 

used to display the recorded parameters. If the recorded 

parameters exceed the threshold values, a text alert and 

buzzer are used to alert the concerned authorities. Zigbee 

transceiver and SIM 800 GSM module are connected to the 

transmitter-end module to establish wireless communication 

[15]. A 12V, 5W Photo-voltaic solar panel is used for 

fulfilling the energy requirements as the transmitter-end 

module is placed at the forest area where getting power 

supply from the grid is difficult. 

The Receiver-End module (Fig. 3 and 6) consists of a Zigbee 

transceiver and a 16x2 LCD to display the parameters 

recorded by the LM35 and MQ-2 sensors at the transmitter-

end. An ATmega328P microcontroller is used as the 

processing unit for both transmitter-end and receiver-end 

modules.  

 

 
 

Fig. 2 Block diagram of Transmitter-End 

 

 
 

Fig. 3 Block diagram of Receiver-End 

 

 
Fig. 4 Zigbee Pin configuration 

 

 
   Fig. 5 Atmega328P microcontroller Pin configuration 

 

Power Supply 

  



 
Fig. 6 Crystal Oscillator 

 

Fig4 and fig 5 shows the pin configuration of Zigbee and 

Atmega 328P microcontroller respectively. The power 

supply is connected to the pin no.20 of the microcontroller as 

shown in fig 5. Fig 6show the crystal oscillator, the XTAL1 

and XTAL2 of the crystal oscillator are connected to PB6 and 

PB7 pins respectively. It acts as an externa1 source to provide 

the clock frequency. 

 

As mentioned, the proposed system alerts the authorized user 

using a text alert and buzzer if the temperature and gas values 

recorded by the LM35 and MQ-2 sensors exceed the 

threshold values. The threshold temperature value for the 

temperature sensor is kept at >= 50°C and the concentration 

range for the smoke sensor is from 200ppm to 10000ppm as 

shown in Fig.7 . 

 

 

 Fig. 7 System Flowchart 

 

Based on the flow chart the programming has been done in      

the microcontroller. 

 

 

 

IV. SYSTEM DESIGN AND HARDWARE IMPLEMENTATION 

 

There are three crucial stages involved in the proposed 

Zigbee-based fire detection and alert system: Sensing, 

Routing, and Communication. The MQ-2 smoke sensor and 

LM35 temperature sensor are used for sensing the physical 

change in the environment. The MQ-2 sensor device is 

created from alumina and features a coating of tin dioxide 

(SnO2) which is very sensitive toward flammable or 

combustible gases [20]. If a flammable or combustib1e gas 

exists, the sensor’s conductivity rises corresponding to the 

rise in the concentration of combustib1e gases at the detection 

site. This sensor has a very high sensitivity toward fuel, 

methane, LPG, smoke, alcohol, carbon monoxide, and 

hydrogen gas [21]. It is connected to the ADC0 pin of the 

microcontroller.  

 

           Table.2 List of major Hardware Equipments 

     

Hardware Specifications 

Solar Panel 12W,5V 
Battery 12V,1.2Ah 

Atmega328P 
microcontroller 

32k,8-bit ,28 pin 

Crystal Oscillator 16MHz 

ZigBee 2.4GHz 

LM35 Temperature 
Sensor 

Range from −55°C to 150°C 

 
MQ2 Smoke Sensor 5V DC & draws 

around800mW,Concentration 
range from 200-10000ppm 

GSM SIM 800 

7805- Voltage Regulator Output regulated +5V 

IN5408 Diode Current Capacity of 3A 

 

Another key sensor present within the project is the 

temperature sensor LM35, which is very sensitive and 

responsive to temperature change (Fig. 5). This sensor 

measures the temperature as an electrical output 

corresponding to the temperature in degree Celsius (°C)[22]. 

This sensor supersedes other thermocouples as it generates a 

high output voltage that need not be amplified. The output 

voltage produced by LM35 is proportional to the temperature 

in degree Celsius (°C) with a scale factor of 0.01V/ °C. It is 

connected to the ADC1 pin of the microcontroller. These two 

sensors help in the detection of fire by recording the 

temperature value, gas value and transmitting the acquired 

data via Zigbee [23]. The Zigbee Module used in the project 

is a ZigBee Series two Module that performs the function of 

serial communication through a wireless medium. It is 

connected to the PD6 and PD7 pins of the ATmega328P 

microcontroller. The ATmega328P is an AVR architecture-

based 32K 8-bit microcontroller that executes multiple 

instructions in a single clock cycle providing a throughput of 

almost 20 MIPS at 20MHz. The ATmega328P comes in a 

PDIP 28 pin package and is suitable for use on 28 pins AVR 

http://www.protostack.com/product_by_model.php?model=PB-MC-AVR28


Development Board. It is used because of its 1ow power 

consumption and ease of avai1abi1ity. The XTAL1 and 

XTAL2 of the crystal oscillator are connected to PB6 and 

PB7 pins respectively. It acts as an externa1 source to provide 

the clock frequency. If the system detects a rise in 

temperature or any gas leakage, it sends information to the 

authorized user of this event through a Zigbee wireless 

interface to the receiver-end module and a text alert to the 

registered mobile number using SIM 800 GSM 

module[9][14]. G1obal System for Mobile communication 

(GSM) consists of transmission and reception pins. It accepts 

a SIM card to perform functions 1ike ca11ing, sending or 

receiving a message for communication over the network.  It 

is interfaced with the ATmega328P microcontroller through 

the PD2 and PD3 pins. GSM modu1e features an extensive 

coverage and is extremely cost-effective, 

 
This project utilizes so1ar energy for fulfilling the energy 

requirements at the transmitter-end module which is located 

in the forest area [19]. Since grid supply at the forest area is 

inaccessible a 12V, 5W photo-voltaic panel is used to power 

the module. This PV has Vmpp and Impp of 12V and 

0.42A,and Voc and Isc of 14.4V and 0.46A respectively. A 

12V, 1.2 Ah lead-acid battery is used so that the system runs 

efficiently even when direct sunlight is unavailable. An 

LM358 dual op-amp is used as a comparator for the voltage 

divider circuit. It has a range of 3V-32V for a sing1e power 

supp1y and ±1.5V to ±16V for a dua1 power supp1y. To ensure 

that the current flows only in one direction a 1N5408 Diode 

is used in the circuit. It has a maximum current carrying 

capacity of 3A. For a11 the components to work proper1y a 

constant supply is required. Therefore, a vo1tage regu1ator is 

used for a constant and continuous supply of vo1tage. By 

using a 7805- vo1tage regu1ator, 5 V constant output vo1tage 

is supp1ied which is connected to the pin 20(AVCC) of the 

328P microcontroller.  
 

 

 
 

Fig. 8Transmitter-End Module 

 

 

 
 

Fig. 9 Receiver-End Module 

 

 

V. RESULTS AND OBSERVATIONS 

 

In our project we are using solar panel to provide supply to 

the controlling unit at the forest side. Since in a forest the 

electrical energy may be critical and sun is a big source of 

energy during the day time. In a day time battery is charged 

as well as it is used as a supply for controlling unit.  . An 

LM358 dual op-amp is used as a comparator for the voltage 

divider circuit. It has a range of 3V-32V for a sing1e power 

supp1y and ±1.5V to ±16V for a dua1 power supp1y. To 

ensure that the current flows only in one direction a 1N5408 

Diode is used in the circuit. It has a maximum current 

carrying capacity of 3A. For a11 the components to work 

proper1y a constant supply is required. Therefore, a vo1tage 

regu1ator is used for a constant and continuous supply of 

vo1tage. By using a 7805- vo1tage regu1ator, 5 V constant 

output vo1tage is supp1ied which is connected to the pin 

20(AVCC) of the 328P microcontroller. The temperature and 

smoke sensor are connected to the pin 24 and 23 of 328P 

microcontroller respectively. The analog output voltage 

provided by the sensor changes in proportional to the 

concentration of smoke/gas(200-10000ppm) and similarly 

the analog output voltage provided by the sensor is connected 

to the range of temperature. If the system detects a rise in 

temperature or any gas leakage, it sends information to the 

authorized user of this event through a Zigbee wireless 

interface to the receiver-end module and a text alert to the 

registered mobile number using SIM 800 GSM module. 
The wire1ess transmission of alert signals using Zigbee from 

the transmitter-end module to the receiver-end module was 

experimented with up to 50m. Since signal obstruction in the 

forest area would be limited, the system is expected to work 

efficiently for larger distances. There should be minimum 

network coverage for GSM modules to work properly and 

send an SMS. When a fire is detected at the transmitter-end 

module, the buzzer rings, and LCD display’s a message as 

shown in Fig. 10and Fig.11.  

 

http://www.protostack.com/product_by_model.php?model=PB-MC-AVR28


 
Fig. 10  Tx LCD Display (fire alert) 

 

 
Fig. 11 Rx LCD Display (fire alert) 

  
Similarly, when a combustible gas is detected, a message is 

displayed at the LCD at both the transmitter-end (Fig. 10) and 

receiver-end modules (Fig. 11). Simultaneously a text alert 

via SMS is sent to the registered mobile number (Fig. 14). 

  

 
Fig. 12Transmitter-end x LCD Display (gas alert) 

 

 
Fig. 13 Receiver-end LCD Display (gas alert) 

 

 
Fig. 14Text alert messages. 

 

VI.  CONCLUSION 

In this paper ,a new design and imp1ementation of a solar 

powered system for ear1y detection of forest fire and its 

monitoring with regard to temperature and smoke sensing has 

been illustrated. The proposed system overcomes the 

shortcomings of the traditiona1 techno1ogies used for this 

purpose. Zigbee and GSM technologies are used for ensuring 

reliable communication between the transmitter end and 

receiver end networks.  This system will be very useful where 

grid supply is absent, because of the use of so1ar energy to 

overcome the power supply requirements. The proposed 

system has certain advantages in comparison to traditional 

techniques such as high durability, low cost, high network 

capacity, ease of installation and maintenance, etc.  

The current system can be expanded by using a mesh network 

of multiple sensor nodes to cover a wide area of forest for fire 

detection and monitoring. Furthermore, the system can be 

made more efficient by interfacing other sensors such as 

humidity sensors and pressure sensors so that additional 

environmental conditions can be monitored. An intricate 

monitoring system can be developed where users can monitor 

real-time parameters and perform remote actions. 
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